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ABSTRACT 
Appropriate task routing and assignment is an important, but often 
overlooked, element in crowdsourcing research and practice. In 
this paper, we explore and evaluate a mechanism that can enable 
matching crowdsourcing tasks to suitable crowd-workers based on 
their cognitive abilities. We measure participants’ visual and 
fluency cognitive abilities with the well-established Kit of Factor-
Referenced Cognitive Test, and measure crowdsourcing 
performance with our own set of developed tasks. Our results 
indicate that participants’ cognitive abilities correlate well with 
their crowdsourcing performance. We also built two predictive 
models (beta and linear regression) for crowdsourcing task 
performance based on the performance on cognitive tests as 
explanatory variables. The model results suggest that it is feasible 
to predict crowdsourcing performance based on cognitive 
abilities. Finally, we discuss the benefits and challenges of 
leveraging workers’ cognitive abilities to improve task routing 
and assignment in crowdsourcing environments.   
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1. INTRODUCTION 
In this paper we evaluate a mechanism that can enable matching 
crowdsourcing tasks to suitable crowd-workers based on their 
cognitive abilities. The prevailing view of individual workers as 
computational units ignores underlying mechanisms of cognition 
such as complex emotions, creativity, and high-order thinking 
[14]. This is of particular importance as crowdsourcing tasks are 
expected to gain complexity and become more prevalent over the 
years to come [38], as opposed to the current prevalence of 
simpler tasks in crowdsourcing markets. Already, platforms such 
as Upwork, Elance and CrowdSource promote tasks that require 
high level of expertise and diverse talents [53]. 

Here we argue that it is imperative for the crowdsourcing research 
agenda to focus on mechanisms to match complex tasks to 
suitable crowdworkers [14]. This is a non-trivial challenge due to 
the diversity in motivation, cognition, and error amongst workers 
[3]. Currently, quality control is typically implemented as post-

hoc filtering of substandard answers and “smart” aggregation of 
the crowd contributions. A common technique is to adopt a Gold 
Standard [10], which entails the creation and inclusion of tasks 
that have known answers to the requested crowdsourcing job. 
Another approach is to analyse the extent to which workers agree 
with each other in their answers [4,17,28]. However, these post-
hoc approaches assume that the cognitive diversity of workers 
assigned to a given task cannot be controlled.  

Our work proposes an alternative a priori approach. We develop a 
mechanism that identifies the cognitive abilities of workers, which 
in turn can enable a more effective assignment of tasks to suitable 
workers. Here, we only focus on visual and fluency tasks, as they 
are commonplace in crowdsourcing marketplaces, and the 
relevant cognitive abilities are known to vary considerably across 
the population [42,44].  

Our study shows that for these types of tasks, worker performance 
can be predicted both by the Kit of Factor-Referenced Cognitive 
Tests [13], as well as performance in a sample set of visual and 
fluency-based crowdsourcing tasks that we developed. Our work 
shows that it is possible to reliably measure crowd-workers’ 
cognitive skills, which can then be used to assign them to more 
suitable tasks where it would be expect them to perform well. 

2. RELATED WORK 
2.1 Effect of Cognitive Abilities on 
Performance 
The use of cognitive abilities as substantial factor for determining 
the work performance of individuals has been explored and 
validated in numerous studies within several research 
communities (e.g., [1,30,37,41,58]). In particular, these studies 
explore the relationship between cognitive characteristics and task 
performance, highlighting the importance of cognitive abilities in 
predicting individual differences in job performance. These 
studies consistently point out that high cognitive abilities of 
workers lead to better job performance, and vice-versa [11,37]. 
Human behaviour may be represented as a mixture of personal 
factors, behaviour presets, and the social impact modifications due 
to the surrounding environment. Hence, these factors may have 
critical effect on human functioning, and therefore play a key role 
in human based systems [7]. 

Further, there are several widely used cognitive theories such as 
the Social Cognitive Theory [2], the Personal Construct Theory 
[52], the Cognitive Load Theory [43], or the Cognitive 
Dissonance Theory [46], that highlight the importance of 
considering cognitive elements within HCI research. The 
increased understanding that human behaviour needs to be 
reviewed as a conglomerate of cognitive and social processes has 
driven the increased adoption of these theories [14]. Several 
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studies within this area have focused on expertise assessment 
research, exploring cognitive and other aspects for intelligent 
expert-job matchmaking. For instance, Lee et al. [34] developed 
cognitive models aimed at measuring worker expertise based on 
the differences between responses. However, this approach works 
best when there is a large number of workers as it relies on cross-
examination of as many responses to the tasks as possible to 
improve reliability.  

The theoretical foundations of our study are based on the well-
established Person-Environment fit theory [5], but in particular 
the Person-Job fit domain [32]. Person-job fit is defined as the 
compatibility between a person’s characteristics and those of a 
specific job [32]. The effect of cognitive abilities on job 
performance has been broadly discussed in series of studies 
[23,56]. Specifically, previous work has investigated the impact of 
Person-Job fit on performance and strain [6]. Their findings 
showed that a high level of person-job cognitive style misfit 
substantially affects performance and strain. However, we note 
that there are a few studies that did not establish a significant link 
between cognitive abilities and performance [33,48]. Our work 
builds upon the preliminary exploration by Feldman and Bernstein 
[14] aimed at investigating this connection in the crowdsourcing 
domain to potentially exploit it for task assignment and routing 
purposes. Here, we extend their work by investigating different 
types of crowdsourcing tasks, controlling more carefully the 
background of participants and by strictly following the 
instructions given by the ETS factor-referenced cognitive tests kit 
in terms of time given to complete each individual task. 

2.2 Task Routing and Assignment 
The current modus operandi in the majority of crowdsourcing 
platforms is that the central authority of the system coordinates 
the assignment process. However, a number of techniques have 
been proposed in literature with the aim of improving task-routing 
and assignment in crowdsourcing. For instance, previous work has 
proposed using dynamic participant recruitment with 
characteristics that vary in space and time, while aiming to 
minimize the sensing cost without sacrificing coverage [35]. In 
another example, Shirani et al. [49] use a two-step process in the 
assignment of users for participatory text documentation. The first 
step, termed viewpoint selection, entails the selection of a 
minimum number of points in the urban environment from which 
the texture of the entire urban environment can be 
collected/captured. At the second step, called viewpoint 
assignment, the selected viewpoints are assigned to participants 
depending on a number of constraints (e.g., restricted available 
time, starting point, and destination). Similarly, Reddy et al. [45] 
study a recruitment framework to identify appropriate workers 
based on past information to estimate their geographic and 
temporal availability. 

In an online crowdsourcing scenario, Ho et al. [22] explore 
worker assignment to multiple and heterogeneous tasks based on a 
two-phase exploration-exploitation algorithm aimed at describing 
workers based on certain skill levels. In follow-up work, the 
authors explore allowing workers to specify upfront the maximum 
number of tasks they are willing to complete [21]. The skill levels 
of the workers are considered known (offline approach) or they 
become known gradually by following a learning process (online 
approach).  Based on these skills, the platform then performs 
workers-to-task assignment. Another approach entails the use of 
Matrix Factorisation to predict a crowd worker's accuracy on new 
tasks based on previous performance by means of collaborative 
filtering [29]. Other proposed principles and methods for task 

routing aim to harness people's abilities to jointly contribute to a 
task and route the task onwards [60].  

In the context of mobile social networks, Xiao et al. [59] explore 
the notion of cooperative assignment of tasks. In their study, they 
allow workers already assigned to tasks to reassign them to others 
in an attempt to minimize the task idle time. Mao et al. [36] 
present the construction of predictive models of engagement in 
volunteer crowdsourcing based on different sets of features that 
describe user behaviour. Finally, Horowitz and Kamvar [24] 
propose Aardvark, a platform that leverages social networks to 
route questions to suitable users. They allow a user to ask 
questions in natural language, which the system interprets and 
automatically routes to appropriate individuals in the user’s social 
graph based on topic expertise, connectedness and availability. 

These studies offer a number of different techniques to deal with 
task assignment and routing. However, many of these approaches 
do not take worker skills into account, while others do not offer a 
dominating strategy to deal with task assignment with consistent 
performance. Here, we explore the potential of using workers’ 
inherent cognitive abilities as the primary factor for suitable task 
assignment and routing. For measuring cognitive abilities in our 
experiments we have chosen to use some of the Factor-
Referenced Cognitive Tests constructed by the ETS (Educational 
Testing Service) [13]. 

3. STUDY 
We conduct a lab study following a within-subjects design, as 
opposed to leveraging an online crowdsourcing platform. Our 
decision is based on a number of different factors: 1) it allowed us 
to follow precisely the instructions set by the well-established Kit 
of Factor-Referenced Cognitive Tests, which we use to measure 
participants’ cognitive abilities, 2) to guarantee the 
understandability of each test by the worker, 3) to avoid other 
issues such as collusion or worker distraction, which can affect 
the results.  

The Kit consists of 72 factor-referenced cognitive tests for 23 
factors and aim to serve as a measurement for cognition 
dimensions. The kit of tests was originally published in 1976 and 
has gained validity and reliability across disciplines with the 
passing of time. The tests have been used in various domains such 
as multimedia learning, Alzheimer's disease research, decision-
making, or human spatial cognition [1,37,51,58]. As our 
experiment relies on visual and fluency cognitive abilities, it is 
important to note that previous work has highlighted the 
appropriateness of these cognitive tests as a measure to cognitive 
ability for these two factors (e.g.,[9]). 

3.1 Cognitive Abilities Tests 
In our experiment we included 8 cognitive tests, 4 to measure 
cognitive abilities in visual tasks and another 4 to measure 
cognitive abilities in fluency tasks. The visual cognitive tests 
included the Hidden Patterns, Hidden Figures, Paper Folding, and 
the Surface Development tests. The fluency cognitive tests 
included Rewriting, Scramble Words, Making Sentences, and 
Arranging Words tests.  

Due to time limitations, whilst ensuring internal consistency, we 
only took the first part of each test. Please refer to the ETS manual 
for details on each of these tests [13]. 

 



3.2 Crowdsourcing Tasks 
The crowdsourcing tasks used in our study are similar to many of 
the typical crowdsourcing tasks found on crowd labour markets. 
In total, we developed 8 different crowdsourcing task categories. 
Table 1 provides an overview of the used tasks, including the 
number of unique tasks available and their description. The visual 
crowdsourcing tasks are adapted from previous work by Feldman 
& Bernstein [14], while the fluency tasks are designed specifically 
for this study. The Text Distortion task pertains to both visual and 
fluency factors. Further, it can be argued that Riddles pertain more 
to rational thinking than fluency cognitive abilities. However, we 
wanted to investigate to what extent fluency can play a role in 
solving crowdsourcing tasks that require rational thinking upon 
reading a textual description. 

Table 1. Task categories, number of unique tasks available, 
and description of each task. 

 
Task 

Category 
Unique Tasks 

Available 
Description 

Visual 

 

Distance 
Evaluation 

16 
Evaluate which of two 

buildings is closer 

Height 
Evaluation 

13 
Evaluate which of two 

buildings is taller 

Item 
Recognition 

16 
Ascertain if certain items 

are shown in a picture 

Item 
Classification 

25 
Classify depicted bird into 

one of four types 

Text 
Distortion 

12 
Restore a distorted 

sentence akin to a captcha 

Fluency 

Proofreading 16 
Find and correct mistakes 

within a sentence 

Sentiment 
Analysis 

16 
Classify the polarity of a 

given sentence 

Riddles 16 Solve a given riddle 

 

All task categories include questions that vary in their complexity 
and are designed to cover different aspects of visual perception 
and fluency. This variance of complexity is important, as a 
person’s cognitive abilities become more important in conducting 
time-consuming, complex tasks (rather than short term micro-
tasks) [55]. The complexity for each task varied based on different 
parameters, such as: 

 Distance and height evaluation: Different building 
perspectives taken from Google Maps that are simpler or 
more difficult to evaluate. 

 Item recognition: Number of items in the picture (1 to 3) 
and degree of concealment of the items. 

 Item classification: Distance of bird to the camera, and 
different bird perspectives and poses. 

 Text distortion: Length of the sentence, used words and 
degree of distortion. 

 Proofreading: Four sentences without any errors. The 
remaining sentences (12) included errors such as typos, 
incorrect annotation, properly spelled but incorrect word 
for the context, incorrect order of words and duplicate 
words. 

 Sentiment analysis: Eight “straightforward” sentences 
(e.g., “I hate it when she acts like that”) and eight 
challenging sentences (that are also challenging for 

sentiment analysis tools), in which each one is based on 
one of four factors [8]: 

o Context: a sentence that contains a sentiment 
word that has opposite connotation depending on 
context (e.g. "The only downside of this 
restaurant is that it charges me too little for its 
service"). 

o Sentiment ambiguity: a sentence that contains a 
positive or negative word, but does not express 
any sentiment (e.g. “Can you recommend a good 
tool I could use?”) or sentences without 
sentiment words that express a particular 
sentiment (e.g. “This browser uses a lot of 
memory”). 

o Sarcasm: a positive or negative sentiment word 
can switch sentiment if there is sarcasm in the 
sentence (e.g. "I'm so pleased road construction 
woke me up with a bang"). 

o Contronyms: sentence that contains a word with 
two meanings that can change sentiment 
depending on the language used. This is often 
seen in slang, dialects, and language variations 
(e.g. “Their new album is so sick”). 

 Riddles: Several different riddles ranging from simple 
(e.g. "Which weighs more, a pound of feathers or a pound 
of bricks?") to complex (e.g., “I'm simple for a few people, 
but hard for them to hear, I live inside of secrets, I bring 
people's worst fears. What am I?"). 

3.3 Participants and Procedure 
We recruited twenty-four participants from mailing lists of our 
university and social media (12 males, 12 females; ages: 18-36 
years old, M = 26.3). Participants had a diverse range of 
educational backgrounds in order to increase the likelihood of 
participants having a diverse range of cognitive abilities. One 
third of the participants had a Natural Sciences background (e.g., 
Biology, Ecology, Mathematics), another third had a Technical 
Sciences background (e.g., Computer Engineering, Electrical 
Engineering, Wireless Communication) and the final third had a 
Social Sciences background (e.g., Anthropology, Linguistics, 
Business). Each participant was paid 40 Euros for participating 
and the experiment (including intake, training, and data 
collection) lasted between 90 to 120 minutes per participant.  

Participants arrived at our lab and they were initially briefed on 
the tasks they had to complete. We then recorded their personal 
information (age, gender, background) and proceeded with the 
experiment.  

The experiment consisted of two stages:  

o Measurement of visual and fluency cognitive abilities 
with the use of selected Factor-Referenced Cognitive 
Tests (Figure 1 left), and  

o Completion of visual and fluency-based crowdsourcing 
tasks (Figure 1 right). To avoid learning effects the 
order of the cognitive tests and crowdsourcing tasks 
were counterbalanced. 

Regarding the cognitive abilities measurements stage, participants 
were shown an instructions page before completing each 
individual test. Beyond explaining in detail what is required in a 
particular test, the instructions page also provides a few examples 
of acceptable answers and few training subtests in order for the 
participant to become accustomed with the process. Once the 
participants were comfortable with the instructions, they then 



proceeded to complete that particular test. Following instructions 
given by the manual of the Factor-Referenced Cognitive Tests, a 
researcher kept strict timing using a handheld timer. Each test is 
designed with its own recommended time limit. 

During the crowdsourcing stage, participants were instructed to 
complete the tasks on a desktop computer. The initial page asked 
participants to input their details (participant id, age, gender, 
background) to enable cross-referencing between the two datasets. 
As with the other stage, participants were shown an instructions 
page before each task, which included some examples. In 
addition, the Item Classification task (identify the correct bird in a 
picture), started by showing several pictures of each of the 4 bird 
types along with textual description of their characteristics. We 
recorded the participants’ information and answers to each task, as 
well as the correct answer for easy verification. 

Finally, we conducted a short semi-structured interview aimed at 
assessing participants’ opinions on the different type of tasks. We 
asked participants to rank the crowdsourcing tasks from the least 
to the most challenging, while also indicating why they had more 
trouble with some tasks than others. We also enquired if, in 
general, they had a preference between visual or fluency tasks. 

 
Figure 1. Left: Participant completing one of the ETS 

cognitive ability tests. Right: Participant completing one of the 
crowdsourcing tasks on a desktop computer. 

4. ANALYSIS AND RESULTS 

4.1 Prediction of Crowdsourcing 
Performance 
For each participant, we calculated their average performance on 
the crowdsourcing tasks and the cognitive tests. A Pearson 
correlation test showed a significant positive correlation between 
the two variables (r = 0.89, p < 0.01), which can be visualised in 
Figure 2. This suggests that cognitive skills coincide with the 
performance on crowdsourcing tasks and can be leveraged for 
performance prediction.  

 
Figure 2. The average performance in crowdsourcing tasks 
plotted against average performance in the cognitive tests. 

To investigate differences between individual participants, we 
also plotted their performance on visual and fluency cognitive 
tests (Figure 3 top), as well as performance on visual and fluency 
crowdsourcing tasks (Figure 3 bottom). To verify if educational 
background had an effect on performance, we colour-coded 
participants based on this factor. Both plots in Figure 3 show a 
wide distribution of participants at different levels of performance 
suggesting cognitive diversity, and there are no discernible 
clusters amongst those with similar backgrounds. The overall 
higher performance on the visual tests and tasks when compared 
to their fluency counterparts can be partly explained by the fact 
that while all participants were proficient in the English language, 
none of them were native English speakers. We discuss other 
further reasons that may explain this difference in the interview 
results. Overall accuracy of each task is 70% for building related 
tasks (76% distance and 64% height), 83% for Item Recognition, 
42% for Item Classification and 74% for Sentiment Analysis. 

 

 
Figure 3. Top: Participant IDs and their performance in 

visual cognitive tests plotted against performance in fluency 
cognitive tests. Bottom: Participant IDs and their 

performance in visual crowdsourcing tasks plotted against 
performance in fluency crowdsourcing tasks. 

Next, we built predictive models for the crowdsourcing tasks 
performance using the performance on the cognitive tests as 
explanatory variables. We constructed two predictive models: 
Beta and Linear regression (Table 2). Beta regression is typically 
used to model rates and proportions, and is suitable when the 
response variable is continuous and restricted to a range between 
0 and 1. As our response data is beta distributed and mostly right  
skewed, we apply beta regression that has been shown to be 
appropriate in such cases [15]. We compare the results of the beta 
regression with the more widely used linear regression model as a 



benchmark. Even though the assumption of normality does not 
hold for a linear regression, previous work has shown linear 
regression is robust to normality assumptions [54,57]. Table 2 
provides the evaluation of two models in terms of Mean Average 
Error (MAE) and Root Mean Square Error (RMSE), and 
correlation between observed and predicted values. For each 
model, we calculated optimistic error based on the model trained 
on the whole dataset, and the error based on the leave-one-out 
(LOO) cross-validation. LOO cross-validation is a method to 
evaluate prediction error by iterative training of the model with all 
but one sample and then evaluating the prediction error on the 
sample that has not been used for model training. The LOO errors 
of beta and linear regression are very similar. Average MAELOO of 

Beta regression is 0.23, while Average MAELOO of linear 
regression is 0.225 with almost identical variance among the 
crowdsourcing tasks. The height evaluation and proofreading 
crowd tasks have the highest MAE and RMSE error rates, ranging 
between 0.259 and 0.27 in MAE, and between 0.321 and 0.345 in 
RMSE. The best predicted crowd tasks are item classification and 
sentiment analysis with almost identical MAELOO error rate of 
0.197, correlation above 0.5 and the lowest RMSE errors among 
the tasks. Overall, the average correlation between the predicted 
and the observed performance ranged between 0.35 for the LOO 
and 0.76 for the optimistic errors.  The similarity in the results 
provides additional evidence to the robustness of the presented 
prediction errors. 

 
Table 2. Evaluation of the two prediction models (MAE and RMSE), and correlation between observed and predicted values.

 

The LOO method generates nearly unbiased estimates of the 
prediction error for small samples, however it can also lead to 
high variability of the results. Therefore, we conducted ordinary 
bootstrapping as this method gives an estimate of errors with low 
variability, but with possible bias of the errors [12]. Bootstrapping 
is a statistical technique to resample data from the existing sample  

in order to improve the statistical power of the results, and is both 
useful and commonly used when the predictions are based on a 
relatively small sample [12]. We applied bootstrap with 20 
replications where the chance to draw each sample follows a 
binomial distribution and resulted in 480 observations (Table 3).  
 
 

Table 3. Prediction table after applying bootstrapping.



4.2 Interview Results 
We asked participants to rank the crowdsourcing tasks from the 
least (1) to the most (8) challenging. The task that was identified 
as the least challenging was Sentiment Analysis (average rank: 
1.37), followed by Item Recognition (1.63), Distance Evaluation 
(2.74) and Item Classification (3.32). The participants identified 
the text distortion as the most challenging task (5.63), followed by 
Riddles (5.21), Proofreading (4.74) and Height Evaluation (3.37). 
One reason that may have contributed towards text Distortion 
being considered the most challenging task overall is the fact that 
it required a mixture of visual and fluency skills. This sentiment 
was expressed by several participants: 

“Text distortion was very challenging for me. The text was very 
messy and difficult to the eye. It was hard for me to write 
sentences that made sense.” - P1 

“I had issues deciphering what was written in the Text Distortion 
task. Then when I got some words it was hard to create a logical 
sentence.” - P6 

Several participants (N=14) reported preferring and being more 
confident when completing the majority of visual tasks. These 
participants felt that the visual tasks were easier and played more 
towards their strengths: 

“The visual based tasks were easier for me as I like extracting 
information from pictures.” - P24 

“I do not really write a lot in my daily life, so the visual tasks 
were just more natural and easier for me.” - P20 

“I preferred the visual based tasks as they are more interesting to 
me and I did not have to think as much when compared to the 
fluency tasks.” - P18 

This sentiment was reflected on the results of Figure 3 right, as 
these three participants scored better on the crowdsourcing visual 
tasks when compared to the fluency tasks. Contrarily, 8 
participants preferred completing the fluency based tasks due to 
perceived ambiguity in the visual based tasks or lack of self-
reported skills to perform well:  

“I found the fluency based tasks easier as they were type-and-go. 
Visual tasks were hard to grasp for me, since you have to do 
everything in your mind as opposed to typing.” - P19 

“I preferred the fluency tasks, since the visual tasks were quite 
ambiguous in many cases and I ended up having to guess some of 
them.” - P15 

“I have always had problems with depth perception, so the 
building related tasks were difficult for me.” - P10 

Similar to those that preferred visual based tasks, these 
participants performed better when completing fluency-based 
tasks (Figure 3 right). The other 2 participants reported not having 
a preference. This difference in opinion amongst our participants 
confirms the cognitive diversity of our sample. However, the 
imbalance between the number of participants that either preferred 
the visual or the fluency based tasks can also further explain the 
differences in performance between these two types of tasks 
(higher overall performance on the visual tasks) as shown in 
Figure 3 right. 

Finally, several participants stated the importance of having tasks 
that you feel capable of completing and how this can influence 
their performance: 

“I would just get frustrated if I had to do tasks that I am not good 
at.” - P2 

“I could do these visual tasks for hours without a problem, but not 
the fluency ones.” - P8  

“If I was given tasks that I felt I was bad at, I would probably give 
up early or just not put a lot of effort in.” - P9 

5. DISCUSSION 
As the complexity of crowdsourcing tasks increasingly grows, the 
need for labour markets and task requesters to improve their task 
assignment practices will become more important, particularly 
because this trend is expected to continue in the following years 
[38]. Also, cognitive abilities are likely to become more relevant 
in completing complex tasks as opposed to simpler tasks [55]. Our 
results show that by measuring workers’ cognitive abilities we can 
predict their performance in typical crowdsourcing tasks, as 
suggested in a preliminary study by Feldman and Bernstein in an 
online scenario [14]. 

5.1 Benefits of Appropriate Task Routing and 
Assignment in Crowdsourcing 
There are a number of benefits to crowdsourcing research and 
practice that would result from more appropriate task routing and 
assignment. Here, we explore one way of achieving this, which 
entails using a person’s cognitive abilities to predict their 
performance on crowdsourcing tasks. The strong correlation 
between the average performance of the cognitive tests and 
crowdsourcing tasks (Figure 2), the similarity between the results 
of both our models (Table 2) and the improvements shown after 
ordinary bootstrapping (Table 3) provide evidence towards this 
assertion and therefore warrants additional exploration within this 
research agenda. Ultimately, creating reliable, even if not-optimal, 
predictions about workers’ performance based on elicitation of 
their cognitive abilities may pave the way to efficient 
crowdsourcing task routing and assignment. This would allow 
crowdsourcing platforms and/or task requesters to find more 
suitable workers to be assigned to a proposed task, which in turn 
is likely to have an effect on the quality of the crowdsourced data.  

Another potential benefit of improvements to task routing and 
assignment, is that it might mitigate the need for error controlling 
approaches that are currently predominantly used in 
crowdsourcing, such as the Gold Standard [10]. This can be quite 
important in certain situations, as authoring gold data can be 
burdensome, and gold standards are challenging to implement in 
subjective or generative tasks, like writing an essay [31]. Quality 
assurance mechanisms that use worker agreement [4,17,28] as the 
quality metric can also benefit from better task routing and 
assignment. The likelihood of collecting tasks with high 
disagreement between workers is lower, and therefore less data 
will potentially be discarded. This inherently leads to an increase 
in reliability of the collected data.  

Furthermore, previous work has established that task difficulty 
has a significant effect on task performance [47]. Specifically, for 
tasks with higher difficulty levels, workers are more likely to give 
up, or provide an approximate or even non-serious answer for the 
task. While replicating classic experiments in an online 
crowdsourcing market, Horton et al. [25] also found a relationship 
between task difficulty and likelihood to complete tasks. 
However, what a worker considers difficult can in some cases be a 
direct result of their own cognitive abilities. This was confirmed 
during our interviews, as participants reported different tasks as 
being the most challenging to them. By nudging workers to 
complete tasks that they are more likely capable of completing 
well can lead to higher task uptake and reduced likelihood of 
desultory responses. 



5.2 Measuring Cognitive Abilities on 
Crowdsourcing Platforms 
While we provide evidence of the relationship between cognitive 
abilities and crowdsourcing performance, gathering this 
information about workers can be challenging. One way to 
achieve this in online crowdsourcing platforms would be to have 
workers complete cognitive abilities assessment tests. This would 
be particularly useful when considering new workers of a 
platform, as there is no past performance to predict how well they 
will do on similar or relevant tasks, so collecting this information 
upon or shortly after registration would be ideal. Further, in some 
cases, these new workers without prior established performance 
may pursue tasks that provide them the best payout instead of 
tasks that they are more suited to complete. In literature, person-
job misfit has been shown to substantially affect performance and 
place increasing strain on both sides over time [6]. Further, in our 
interviews participants highlighted the importance of feeling 
capable of achieving their tasks and how the absence of this 
sentiment could affect their performance. Hence, it is in the 
platform’s best interest to appropriately route workers to suitable 
tasks by, for example, providing a list of suggested tasks based 
upon their measured cognitive abilities. 

Our findings also have implications for the situated 
crowdsourcing research agenda. Situated crowdsourcing entails 
embedding input mechanisms (e.g., public displays, tablets) in a 
physical space and leverage users’ serendipitous availability [39] 
or idle time (“cognitive surplus” [50]). While situated 
crowdsourcing may be better suited for “local” tasks [27], it has 
also been shown to be effective with typical crowdsourcing tasks 
that can be seen in online labour markets [26]. While some 
situated crowdsourcing deployments do not track workers, making 
it impossible to assign task based on an individual’s cognitive 
abilities [18,20,27], others have tracked individual workers, such 
as Bazaar, a situated crowdsourcing market that had user 
accounts, a virtual currency and rewards [26]. Here, as with online 
crowdsourcing platforms, having an initial cognitive assessment 
stage could be beneficial. A potential issue in this scenario is that 
workers may not be willing to undertake a long pre-requisite 
cognitive abilities test before being able to start completing 
crowdsourcing tasks due to the increased barrier for participation, 
which can significantly hinder uptake on situated crowdsourcing 
[16,18]. With that in mind, simplified versions of these tests could 
be constructed and validated, or workers could be financially 
rewarded for taking those tests. While such simplified versions of 
cognitive tests may be less reliable than a thorough elicitation of 
cognitive abilities, we argue that even minor indications of 
workers’ cognitive abilities can improve the quality of workers’ 
contributions, or their uptake of work. 

5.3 Limitations 
We acknowledge several limitations in the presented study. First, 
the sample size used in the study is relatively small. We took steps 
to mitigate this limitation when creating our prediction models by 
performing cross-validation (LOO) and running ordinary 
bootstrapping, a commonly used and robust technique when 
dealing with relatively small sample sizes. However, to fully 
establish our findings, further research with larger samples sizes 
should be considered. Second, while visual and fluency based 
tasks are commonplace in crowdsourcing platforms, we did not 
investigate other types such as those that require only rational 
thinking. 

 

Finally, we conducted a controlled lab study instead of recruiting 
actual workers from an online crowdsourcing platform. It was 
important for us to appropriately monitor the data collection, 
which allowed us to follow precisely the instructions set by the 
ETS Cognitive Tests and also avoid other issues such as collusion 
or worker distraction. 

6. CONCLUSION AND FUTURE WORK 
In this paper, we tackle a fundamental challenge in 
crowdsourcing: how to appropriately route and assign workers to 
suitable crowd-tasks. Here we highlight the role that workers’ 
cognitive abilities have on crowdsourcing performance, 
specifically when considering visual and fluency-based tasks. Our 
results indicate that by measuring workers’ cognitive abilities it is 
possible to reliably predict their crowdsourcing performance. Our 
findings have substantial implications to the crowdsourcing 
research agenda by providing a new mechanism for a priori 
worker allocation. In future work we will extend our analysis to 
include a wider variety of crowdsourcing task types and a larger 
number of participants. We also intend to develop and validate a 
set of crowdsourcing tests that are able to measure workers’ 
cognitive abilities. By using these tests, researchers and task 
requesters would not have to rely on tools such as the ETS Kit of 
Factor-Referenced Cognitive Tests, which can be costly, time-
consuming and may not reliably capture these abilities in an 
online scenario. 
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