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Abstract 
To humanize interaction between users and computers, 
one needs the ability to infer the users’ mood. One 
approach is to use a vision-based approach. We 
quantify the ‘preview effect’ bias in visual mood 
assessment. We demonstrate that automated tools 
which infer user mood from photographs or video may 
be affected by the presentation methodology used 
while performing image capture. Specifically, we 
demonstrate that showing a “preview” of oneself, i.e., a 
mirror, increases the accuracy of the visual mood 
inference algorithms present in Google’s Mobile Vision 
API. Our findings show that studies that incorporate 
visual mood assessment should include “preview” 
images to reduce bias and increase the reliability of 
vision-based happiness inference. 
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Introduction 
Mood tracking using mobile devices is an active area of 
research, leveraging emerging mobile sensing 
technologies. Previous work shows that mood 
influences our behaviour and plays a significant role in 
our daily lives [9], and that one’s facial expressions 
may be used to infer mood [11,12]. A core challenge is 
how to accurately and reliably collect mood data from 
mobile devices. Google recently released a lightweight 
Mobile Vision API (Google Vision API [14]) including a 
facial expression recognition algorithm that quantifies 
users’ expression of happiness (i.e., a positive mood). 
In psychology and medical fields, an increasing number 
of studies rely on participants/patients submitting self-
reports of mood on a regular basis. However, it remains 
unknown whether collecting such mood data on 
smartphones can be reliable, and especially whether 
the self-report protocol itself may introduce bias. In this 
paper, we demonstrate one potential source of bias 
that we refer to as the ‘preview effect.’ Specifically, we 
show that visual mood inference is affected by allowing 
users to see themselves (i.e., presented with an image 
preview) when assessment occurs. In our feedback 
sessions, we find that by seeing themselves, we affect 
the participant’s willingness to express their most 
truthful mood via a facial expression. 

Related Work 
Mood Measure 
Mental wellbeing plays a profound role in people’s 
health and their quality of life [9,10]. Mood is 
considered to be a compartment of cognitive aspect of 
human nature [16] and can therefore be identified as a 
situational impairment which potentially influences 
cognitive aspects of interaction with the mobile device 
[18]. In our MoodTracker app, we focus on measuring 

happiness. Among the multiple moods, “feeling happy” 
correlates with positive valence and high activation. 
Happiness is perceived as one of the most beneficial 
and precious emotions for wellbeing [3,6]. 
Smartphone-based Mood Tracking 
Today’s smartphone capabilities go well beyond a 
communication device, being intertwined in todays’ 
daily life [1,2,6]. Leveraging smartphones’ 
omnipresence, the Photographic Affect Meter (PAM) 
[17] measures mood by allowing users to select 1-out-
of-16 photos which best describes how they feel. Each 
photo represents different mood states, arranged in a 
4x4 grid, along with valence for x-axis and arousal for 
y-axis. PAM is based on Russell’s circumplex model for 
its simplicity, quick administration, and various 
definitions of mood states. PAM is considered effective 
and is validated against PANAS [17]. 
Another popular method to capture mood is using the 
Experience Sampling Method (ESM) via brief 
questionnaires displayed on the smartphones. They 
have been shown to measure dynamic precompetitive 
emotions without causing priming effects [4]. 
Mappiness [3] investigates the relations between 
individual’s random momentary wellbeing states (e.g., 
happy, relaxed, awake) and their experiences to paid 
work. 
Most closely related to our work is EmoSnaps [15], an 
application that captured pictures of user’s facial 
expressions throughout the day and used them for the 
later recall of momentary emotions, in which users 
reported via Experience Sampling Method (ESM) 
questionnaires. Noteworthy, EmoSnaps allowed users 
to recall their emotions based on captured facial 
expressions with considerable accuracy, even a week 

 

Figure 1. Self-report Mood 
ESM. 

 



 

after the sampling process. MoodScope [12] predicts 
user’s mood based on their current phone usage.  
Our application, MoodTracker, differs from EmoSnaps 
as it does not focus on emotion recall or recognition, 
but instead investigates if user’s captured facial 
expressions correspond with their self-reported mood in 
run-time. MoodTracker extends MoodScope by 
capturing and validating user’s mood semi-
autonomously through participant self-reports. 
MoodTracker 
We created MoodTracker, a plugin for AWARE [7], that 
uses Google Mobile Vision API [14] to record users’ 
happiness levels as inferred by analysing a photo taken 
using the front-facing camera. In addition, our 
application explicitly collects self-reported mood data 
via a small ESM questionnaire (Figure 1). Both mood 
capture approaches (vision-based and self-report) are 
simultaneously collected when the participant unlocks 
his phone. Following the recommendation by Conner et 
al. [5] to avoid emotion data degradation, we delimit 
mood reporting to once in the morning (8-12h), once in 
the afternoon (13-18h) and again in the evening (19-
22h). In case the participant did not unlock the device 
in a designated slot, we would discard the request. 
Participants were enrolled for a 2-3 week deployment. 
To ensure users’ privacy and compliance to our ethical 
guidelines, only the inferred happiness scores were 
stored remotely on our server. The image captures 
were locally stored on the participants’ device and later 
discarded at the end of the study. MoodTracker 
collected: 

§ The vision-based happiness score (at 0.01 steps 
between 0-1), provided by Google Mobile Vision API 
and inferred locally, i.e., the image is not sent 
remotely. 

§ Self-report Mood Score (0 to 7 at intervals of 1). 
Similar to [13], mood is scaled between ‘very sad’ 
and ‘very happy’ with a neutral as the default 
selected option (Figure 1). 

Study and Method 
We utilise a between-subjects study design with two 
experimental conditions: “preview hidden” (A), and 
“preview shown” (B). In condition A, we captured both 
the vision-based happiness inference and the self-
report, but hide the camera preview. In condition B, we 
capture the same information and include the front-
facing camera preview. 
Vision-based happiness values are captured as the self-
report is submitted in both conditions. We test the 
performance of the inferred user happiness (Google 
Mobile Vision API), and for ground-truth, we rely on 
users’ self-reported happiness scores. Our hypothesis is 
that the correlation between happiness scores 
measured by the vision-based approach and self- 
preview is visible. 
Participants 
Participants (N=15) were recruited through mailing lists 
in our campus. Participants were aged 21 to 30 years 
(M=26.47, SD=2.13) (4 female). Participants were 
rewarded with a movie voucher for their participation. 
Participants used their own devices during the study. 
The data collection occurred during the Spring 
semester, 2016. 
Procedure 
Participants arrived to a scheduled meeting with a 
researcher and were briefed about the purpose of the 
study. Then, we recorded their demographic 
information (e.g., age, gender) and asked them to sign 
the consent form. We then installed the AWARE client 

 

Figure 2. Mean happiness 
values computed by Google’s 
Mobile Vision API and user 

reports for each study group. 

 

 

Figure 3. Mean happiness 
values computed by the 

mobile vision API and user 
reports for each study group 
during different time of the 

day. 



 

and our MoodTracker plugin on their mobile device and 
randomly allocated them to one of the two conditions. 
We demonstrated the application functionality, given 
the condition assigned. 
Participants were instructed to be as truthful as 
possible when answering the self-reports, and 
reassured that all the data is anonymised and the data 
is transferred to our server using encryption. 
MoodTracker logged users’ mood three times a day 
upon a phone unlock (e.g., morning between 8h and 
12h, afternoon between 13h and 18h, and evening 
between 19h and 22h). As users explicitly indicated 
their mood (self-report), MoodTracker assessed the 
vision-based happiness value using the front-facing 
camera when submitting the self-report. At this stage, 
participants in condition B could observe a live image of 
themselves, otherwise hidden for participants in 
condition A. 

Results 
From an optimal number of 945 mood records, in the 
end we obtained from all participants 637 entries of 
mood self-reports, and 368 entries of vision-based 
scores. This discrepancy is due to several factors: 
battery running out, participants not responding to the 
prompt for the mood within the designated time slot, or 
due to the inability to detect and infer the mood due to 
sudden motion, camera performance, and light 
conditions. In such cases, the API reports a value of -1, 
which we discarded. 
A Pearson product-moment correlation coefficient was 
computed to assess the relationship between the self-
reported happiness scores and vision-based ones. We 
found no correlation between the two variables (r = 
0.01, df = 98, p = 0.93) for condition A (i.e., preview 

hidden). However, for condition B (i.e., preview shown) 
there is a significant positive correlation between self-
reported and vision-based happiness scores (r = 0.55, 
df = 254, p < 0.01). 
The mean happiness values reported by Google’s 
Mobile Vision API and self-reports are summarised in 
Figure 2. Figure 2 suggests that the mean happiness 
provided by the vision-based approach is generally low 
when compared to the self-reports. This difference is 
substantially higher for participants in condition A 
(preview hidden) (M=65.40, SD=22.54 self-report vs. 
M=9.58, SD=12.59 vision-based) when compared to 
condition B (preview visible) (M=74.38, SD=23.76 vs. 
M=34.47, SD=39.80, respectively). 
We assessed if there exist diurnal effects of the 
reported mood (Figure 3). The vision-based approach, 
regardless of preview condition, recorded a higher 
mean happiness score in the evenings (M = 10.50, SD 
= 13.92) than in the mornings (M = 8.66, SD = 12.16) 
or afternoons (M = 9.62, SD = 13.35). This trend aligns 
well with the self-reported happiness scores, with the 
highest mean happiness scores in the evenings (M = 
61.62, SD = 20.86), followed by afternoons (M = 
59.87, SD = 19.23), and with the lowest happiness 
score in the mornings (M = 57.81, SD = 18.38). This 
indicates that both types of report vary similarly 
throughout the day in both preview conditions.  

Discussion 
From our feasibility case study, we found there is a 
high positive correlation between self-reported 
happiness scores and vision-based happiness scores for 
participants who could see the video preview (r = 0.55, 
p < 0.01).  



 

However, there is no correlation between self-reported 
and vision-based happiness scores for participants in 
condition A (preview hidden) (r = 0.01, p = 0.93). 
The presence of a camera preview made participants 
aware of their happiness state and they wanted/tried to 
match their facial expression to their current happiness 
affect state. Our findings are supported by a related 
study where Kleinke et al. [10] discovered that the 
participants in their experiment reported improvements 
in their positive mood when they simulated positive 
facial expressions, and deterioration in positive mood if 
negative facial expressions were mimicked. These 
changes in mood were stronger when participants could 
see themselves in a mirror. 
We observed a temporal effect in self-reports that 
correlate significantly with the vision-based mood. 
Participants had higher happiness scores towards the 
evening when compared to other times of the day. 
Similar to [8], the trend for low happiness scores at 
10am, and increased happiness values towards the late 
afternoon and the evening is also reflected in our study, 
albeit to a lesser degree. This finding suggests that to 
measure mood it is important to take into account the 
temporal effects of self-reports, and therefore request 
affect state measurements at different times of the 
day. 
We acknowledge our population sample (both students, 
and size) are a limitation of our study and our results 
may apply to the atypical user. 

Conclusion 
We demonstrate that self-reported happiness values 
positively correlate with happiness values calculated by 
Google’s Mobile Vision API when there is a visible 
preview. There is no significant correlation between the 

two variables for a group with a hidden preview. Our 
findings provide insight to future mood tracking 
experiments: a visible preview results in more 
consistent and reliable happiness values. In addition, 
we validate that users’ happiness varies throughout the 
day, and therefore one should consider diurnal effects 
in the self-report contingency, i.e., scheduling strategy. 
Additional research is needed to investigate if other 
contextual factors, e.g., location, ambient light, 
ambient noise and other situational impairments may 
influence happiness scores, which were not covered in 
our experiment. These features might prove helpful to 
build a model to predict user’s mood based on various 
external predictors, such as facial expression, 
applications usage, physical location, and others. Then 
one day, self-reports can be less of a potential burden 
to study participants. 
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