
Int. J. Human–Computer Studies 190 (2024) 103324

A
1

Contents lists available at ScienceDirect

International Journal of Human - Computer Studies

journal homepage: www.elsevier.com/locate/ijhcs

Addressing attentional issues in augmented reality with adaptive agents:
Possibilities and challenges
Brandon Victor Syiem a,b,∗, Ryan M. Kelly c, Tilman Dingler d, Jorge Goncalves b,
Eduardo Velloso a

a School of Computer Science, The University of Sydney, Camperdown, Sydney, 2006, New South Wales, Australia
b School of Computing and Information Systems, The University of Melbourne, Parkville, Melbourne, 3010, Victoria, Australia
c School of Computing Technologies, RMIT University, Melbourne, 3000, Victoria, Australia
d Department of Sustainable Design Engineering, Delft University of Technology, Mekelweg, Delft, 2628 CD, South Holland, Netherlands

A R T I C L E I N F O

Keywords:
Augmented reality
Attention
Adaptive agents
Artificial intelligence
Human–AI interaction
Sense-making

A B S T R A C T

Recent work on augmented reality (AR) has explored the use of adaptive agents to overcome attentional issues
that negatively impact task performance. However, despite positive technical evaluations, adaptive agents
have shown no significant improvements to user task performance in AR. Furthermore, previous works have
primarily evaluated such agents using abstract tasks. In this paper, we develop an agent that observes user
behaviour and performs appropriate actions to mitigate attentional issues in a realistic sense-making task in
AR. We employ mixed methods to evaluate our agent in a between-subject experiment (N=60) to understand
the agent’s effect on user task performance and behaviour. While we find no significant improvements in task
performance, our analysis revealed that users’ preferences and trust in the agent affected their receptiveness
of the agent’s recommendations. We discuss the pitfalls of autonomous agents and highlight the need to shift
from designing better Human–AI interactions to better Human–AI collaborations.
1. Introduction

Augmented Reality (AR) offers a promising platform to support
data analysis for sense-making (Subramonyam et al., 2019). However,
the richness of AR environments brings additional complexities to the
task and can hinder users’ performance. For example, the additional
virtual information presented in the 3D environment within an AR
application can lead to information overload (Gebhardt et al., 2019).
AR interactions have also been known to suffer from the attentional
tunnelling effect (Wickens et al., 1993; Syiem et al., 2020), which causes
users to excessively focus on task-related elements at the expense of
other events and objects (Syiem et al., 2021). In addition, sense-making
tasks — which involve searching for and filtering information, making
decisions with incomplete or even wrong information, and generating
hypotheses (Andrews et al., 2010) — also suffer from issues related
to data overload and attention management (Pirolli and Card, 2005;
Andrews et al., 2010). Therefore, while AR can offer rich interactions
and data visualizations for sense-making, the combined attentional
issues inherent to both the sense-making process and AR interactions
can negatively affect task performance.

In this context, artificial intelligence (AI) agents offer a promising
avenue for mitigating attentional issues and supporting users in opti-
mizing their use of the AR environment. For example, AI agents can

∗ Corresponding author at: School of Computer Science, The University of Sydney, Camperdown, Sydney, 2006, New South Wales, Australia.
E-mail address: brandon.syiem@sydney.edu.au (B.V. Syiem).

make preliminary inferences on the data, cluster similar data points,
suggest data points for further inspection, or hide data irrelevant to
the task at hand (Feit et al., 2020). Further, agents can monitor users’
behaviours and use this information to provide personalized content
and assistance through reinforcement learning algorithms (Gebhardt
et al., 2019).

Effective collaboration with AI agents is important in complex
decision-making tasks with unclear rules for success and failure. In such
tasks, AI systems have been developed to assist humans rather than
to complete the task on their own (Gebhardt et al., 2019; Koch et al.,
2019; Feit et al., 2020). Understandably, prior works have used abstract
tasks to evaluate and isolate the effect of such adaptive agents on AR
task performance (Gebhardt et al., 2019; Lindlbauer et al., 2019). How-
ever, using abstract tasks, such as simple visual search tasks, removes
the uncertainty and complexity in complex decision-making, where
users may disagree with the agent. Moreover, despite positive technical
evaluations, adaptive agents in previous work have led to no significant
task performance improvement in interactive applications (Gebhardt
et al., 2019; Lindlbauer et al., 2019; Feit et al., 2020). These reports
are often accompanied by user comments on the increased complexity
of the AI-integrated tool (Koch et al., 2019) or reluctance to accept the
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AI’s assistance (Feit et al., 2020). Given these reports, we posit that
a better understanding of the possibilities and challenges involved in
the interaction between user and agent in a realistic sense-making task
can help design interactions that harness AR’s enhanced visualization
and manipulation capabilities while minimizing the attentional costs
incurred.

This paper aims to understand how adaptive agents can mitigate at-
tentional issues in AR sense-making tasks and the challenges associated
with interacting with the adaptive agent. We developed an agent that
assists users by performing actions grounded in psychological theories
of attention. The agent clusters related AR content to enable users
o construct perceptual groups, aiding visual search (Treisman, 1982)
nd reducing attentional tunnelling (Wickens and Long, 1995) within
roups. The agent further highlights or collapses content based on the
ontent’s inferred relevance to the task at hand, reducing perceptual
oad and freeing up attentional capacity for the user (Lavie, 1995;
artwright-Finch and Lavie, 2007). The agent chooses which virtual
ontent to adapt using a reinforcement learning approach based on the
ser’s decision strategy and intention by observing their gaze data (Feit
t al., 2020; Gebhardt et al., 2019) and direct manipulations of the
ontent. The agent receives positive feedback if the user finds and
nteracts with relevant virtual content that the agent has highlighted
r if the user ignores content that the agent has collapsed. The agent
eceives negative feedback if the user interacts with content that the
gent has collapsed or if the user ignores content that the agent has
ighlighted.

We conducted a between-participants experiment (N = 60) to
xplore users’ behaviours, perceptions, and performance in a sense-
aking task using three experimental conditions: an analogue baseline
ith paper-based post-it notes (Paper), an interactive HoloLens v2
pplication in which users could interact with virtual post-it notes
Unassisted AR), and an AI-assisted version of the same application that
ncorporates our agent (Assisted AR). Our experiment was designed to
solate the effects of AR and AI compared to the baseline, focusing on
ow users collaborated with the agent to accomplish the task.

Our results suggest that despite evidence for the high accuracy of
he agent’s recommendations, the agent’s assistance did not signifi-
antly improve task performance compared to the unassisted condition.
t did, however, lead to a larger variation in performance, suggesting
hat the participants who were more receptive to the agent’s recom-
endations outperformed those who were reluctant to consider the

gent’s assistance. Further analysis revealed three key differences that
ffected participants’ acceptance of the agent’s recommendations: (i)
ser preferences about the adaptations offered by the agent, (ii) trust in
he agent’s actions, and (iii) knowledge of the agent’s capabilities. Our
ork contributes insights into the design of adaptive agents, highlights

he challenges and potential of applying adaptive solutions for reducing
ttentional issues in sense-making tasks, and demonstrates the need for
nteraction designs where humans not only react to the actions of an
I but jointly collaborate with it to accomplish tasks.

. Related work

.1. Attentional issues in augmented reality

The increasing adoption of AR technology in commercial applica-
ions has brought to light a range of attentional issues reportedly caused
y AR (Wagner-Greene et al., 2017; Ayers et al., 2016; Gebhardt et al.,
019; Syiem et al., 2020). These issues often cause users to miss events
r objects (Wagner-Greene et al., 2017; Ayers et al., 2016; Syiem et al.,
021), hinder task performance (Gebhardt et al., 2019), and disrupt the
ser experience (Syiem et al., 2020). Among these issues, information
verload and attentional tunnelling are the most well-understood issues
n the context of AR (Lindlbauer et al., 2019; Gebhardt et al., 2019;
2

eit et al., 2020; Syiem et al., 2021).
Though AR presents the opportunity to enhance and add contextual
nformation needed to perform tasks, the additional virtual information
an also overwhelm the user and hinder their efforts rather than
upport them (Gebhardt et al., 2019). Such information overload can
ccur when the user is presented with more information than they can
rocess at any given time (Schick et al., 1990). Previous works have
herefore attempted only to show virtual content immediately relevant
o the task at hand (Lindlbauer et al., 2019; Gebhardt et al., 2019),
ince the presence of irrelevant content has been shown to reduce user
ask performance (Tatzgern et al., 2016).

Task-related content in AR applications has also been known to
ause the attentional tunnelling effect (Syiem et al., 2021). This effect
ccurs when users excessively focus their attention on a specific chan-
el of information, hypothesis, or task goal, which can result in neglect-
ng other channels of information, hypotheses, or tasks (Wickens and
lexander, 2009). Like information overload, attentional tunnelling has
een reported to reduce users’ performance in tasks that involve visual
earch (Kortschot and Jamieson, 2019; Syiem et al., 2021).

Reducing the perceptual load of task-related content in AR applica-
ions can reduce attentional tunnelling and the related phenomenon of
nattentional blindness (Cartwright-Finch and Lavie, 2007). Macdonald
nd Lavie (2011) define perceptual load as ‘‘the amount of information
nvolved in the perceptual processing of task stimuli’’ and operational-
ze it in terms of the amount of task-related content or the perceptual
equirements of the task in the same content (simple versus complex
iscrimination task) (Macdonald and Lavie, 2011, p.1780). This sug-
ests that we can mitigate the adverse effects of attentional tunnelling
n AR by reducing the amount of task-related content and easing the
isual search for task-related content. An additional measure that can
e taken to reduce attentional tunnelling and aid in visual search in
R is to enable perceptual grouping of virtual content that needs to
e attended to efficiently (Treisman, 1982; Wickens and Long, 1995).
his is because the effects of attentional tunnelling can be reduced
hen the attended item and the unattended item(s) belong to the same
erceptual group, as opposed to when the users perceptually group
hem as separate objects (Wickens and Long, 1995).

In this paper, we develop an adaptive AI agent to mitigate informa-
ion overload and attentional tunnelling in AR by intelligently reducing
he user’s perceptual load. The agent does this by reducing the amount
f virtual content concurrently presented to the user and easing the
isual scanning task required to find relevant information. The agent
lso attempts to enable users to perceptually group virtual content with
imilar information to reduce attentional tunnelling.

.2. Attentional issues in sense-making tasks

Pirolli and Card describe sense-making as an iterative process that
nvolves two distinct loops, namely the foraging loop, which broadly

involves searching for information and filtering relevant from irrelevant
information, and the sense-making loop, which involves building a
mental model (or generating hypotheses) from the gathered informa-
tion (Pirolli and Card, 2005). They further identify issues related to
data overload and attention management in the sense-making pro-
cess (Pirolli and Card, 2005; Andrews et al., 2010). Prior works have
attempted to mitigate the attentional issues involved in sense-making
by exploring technological solutions, such as large, high-resolution
displays (Andrews et al., 2010), the timing of clue interruptions based
on user’s state of arousal (Goyal and Fussell, 2017) and novel interfaces
for interacting with the sense-making tasks (Goyal and Fussell, 2016).

In addition, the individual processes involved in a sense-making
task have been associated with various attentional issues (Pirolli and
Card, 2005). Table 1 shows examples of previous studies that demon-
strate how the sub-tasks involved in a sense-making process induce
attentional issues. As we focus on sense-making in AR environments,
Table 1 only summarizes previous studies involving tasks with visual

information sources.
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Table 1
Table showing previous works that employ the sub-tasks of searching, filtering and/or generating hypothesis, involved in the sense-making process to explore or induce attentional
phenomena. The attentional phenomena discussed in these works are related to information overload, perceptual load or cognitive load. The table gives a brief description of the
task employed and how the task relates to an attentional phenomenon. The table further details how the task is associated with the sub-tasks involved in the sense-making process
as described by Pirolli and Card (2005).

Task description Foraging loop Sense-making
loop

Search task Filter task Generate
hypothesis

Goyal and
Fussell (2016)

Employed a collaborative crime-solving task where pairs of
participants were tasked with finding a serial killer from 3 cold
murder case documents. The task was used to explore a novel
system that aimed to reduce attentional tunnelling by enabling
participants to explicitly track their collaborator’s hypothesis.
Search Task: Find information about the crime from multiple given
clues.
Filter Task: Filter out false testimonies, irrelevant information, etc.
from relevant clues that share the same visual features (digital
sticky notes).
Generate Hypothesis: Build hypothesis around the murderer, time
of murder, weapon used, etc.

✓ ✓ ✓

Goyal and
Fussell (2017)

Employed a crime solving task to explore the effects of timing of
clue interruptions, where participant’s receive a clue at specific
times based on their state of arousal. Timing of receiving a clue was
hypothesized to affect attentional tunnelling into one’s own mental
model or attentional tunnelling into the newly acquired clue.
Search Task: Find information about the crime from multiple given
clues.
Filter Task: Filter out false testimonies, irrelevant information, etc.
from relevant clues presented in the same textual format.
Generate Hypothesis: Build hypothesis around the murderer, time
of murder, weapon used, etc.

✓ ✓ ✓

Lindlbauer et al.
(2019)

Employed a search task for a target icon amongst 30 distractor
icons which induced low cognitive load.
Search Task: Search for a given target icon.
Filter Task: Filter out non-target icons.

✓ ✓ ✗

Gebhardt et al.
(2019)

Employed a visual search task to evaluate their adaptive system
that aimed to reduce information overload by reducing the amount
of content presented in AR.
Search Task: Find objects with specific label requirements
(matching string or maximum/minimum number).
Filter Task: Filter out objects with irrelevant labels. Objects are
easier or harder to distinguish based on whether they possess
attentive or pre-attentive features.

✓ ✓ ✗

Cartwright-
Finch and Lavie
(2007)

Conducted experiments exploring perceptual load using a visual
search task efficiency for finding target amongst 5 distractors.
Found that perceptual load is higher when distractors share similar
features to the target.
Search Task: Search for target amongst 5 distractors. Search
efficiency was compared between finding target between distractors
with similar features and placeholder distractors.
Filter Task: Filter out distractors.

✓ ✓ ✗

Greene et al.
(2017)

Conducted an experiment to see how perceptual load, induced by
visual clutter, affects detection of peripheral objects in a video
screening task. Found that video depicting a more cluttered
environment (51 irrelevant objects as opposed to 13 irrelevant
objects) induced higher perceptual load and reduced detection of
peripheral character.
Filter Task: Filter out relevant from irrelevant content from a video
depicting a bank robbery.

✗ ✓ ✗

Kortschot and
Jamieson (2019)

Conducted an experiment consisting of a search task where
subsequent targets would appear individually once the previous
target was found. All targets, except the last, would appear on a
pre-determined sub-section (unknown to participants) of the canvas
to induce attentional tunnelling. Search time for the last target was
compared to a baseline condition where all targets appeared
randomly on the canvas.
Search Task: Find and accurately ‘tag’ target as ‘horizontal’,
‘vertical’ or ‘diagonal’ target displayed on the digital canvas.
Generate Hypothesis: A hypothesis of where the next target would
appear on the canvas was induced in the experimental condition.

✓ ✗ ✓
To ensure that the sense-making task used in our experiment in-
olves a degree of attentional challenge comparable to the works
iscussed in Table 1, we employ a crime-solving task similar to the task
3

used by Goyal and Fussell (Goyal and Fussell, 2016, 2017). A crime-
solving task involves all sub-tasks present in a sense-making process,
i.e., searching for clues, filtering out relevant from irrelevant clues, and
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Fig. 1. Images showing (a) a participant using the near interaction to interact with virtual post-it notes, (b) a participant using the far interaction to interact with virtual post-it
notes and (c) Notes similar to attached notes on boards being clustered with the same colour.
generating hypotheses on possible suspects and details about the crime
(see Table 1). To ensure that our task is attentionally demanding, we
used several distinct clues that exceed the number used in the works
presented in Table 1. Specifically, we ensured that the number of clues
presented in our task (60) exceeds the number used in previous works
exploring information overload and perceptual load (Greene et al.,
2017) (51 clues) and cognitive load (Lindlbauer et al., 2019) (30). All
clues are also presented using the same visual features to increase the
perceptual load on the user (Cartwright-Finch and Lavie, 2007) (see
Table 1 for details).

2.3. AI adaptive methods for assisting user tasks

Several adaptive AI agents have been developed to assist users in
decision-making tasks (Feit et al., 2020; Koch et al., 2019) and in tasks
presented in Mixed Reality (MR) (Gebhardt et al., 2019; Lindlbauer
et al., 2019). These adaptive agents implicitly observe user data, such as
gaze (Gebhardt et al., 2019; Feit et al., 2020) or cognitive load (Lindl-
bauer et al., 2019), and adapt the user interface to support the user’s
task.

For example, Lindlbauer et al. (2019) created a system to automat-
ically adapt the user interface in an MR application where the user has
multiple windows open for different tasks. The system automatically
adjusts the visibility and information presented on the windows based
on the user’s cognitive load and current task. However, the researchers
did not find any improvement in task performance using this adaptive
method in a simple counting and visual search task.

Similarly, Gebhardt et al. (2019) designed an adaptive agent to
mitigate information overload by reducing visual clutter in an MR
application. They employed a model-free reinforcement learning agent
to determine user intentions based on gaze data. The agent then min-
imized the amount of virtual content presented to the user based on
inferred intentions. They also found that the agent did not significantly
improve users’ performance in a visual search task.

To explore how adaptive methods can be used to assist users in a
realistic decision-making task, Feit et al. (2020) explored how users’
gaze data could detect information relevance in an apartment sharing
website. They argued that gaze behaviour varies greatly between in-
dividuals and that ground truth data can be challenging to obtain in
decision-making tasks. As such, they identified six eye-tracking metrics
to predict the relevance of interface elements for individual users.
Despite their users reporting high accuracy for their proposed method,
they did not observe a significant improvement in the participants’
decision-making task performance. However, their findings cannot be
directly applied to a realistic sense-making task in AR due to differences
in dimensionality and the added attentional issues observed in AR.

The lack of performance improvement when using these adaptive
methods despite their positive technical evaluations (Lindlbauer et al.,
2019; Gebhardt et al., 2019; Feit et al., 2020) hints at a different
problem altogether: challenges in Human–AI interactions. The chal-
lenges associated with effectively interacting with AI agents have been
widely acknowledged (Amershi et al., 2019; Yang et al., 2020). For
example, unpredictable AI actions and behaviour can confuse users
and lead users to abandon AI technology (De Graaf et al., 2017).
4

Similarly, automated filtering of content by AI can lead to unwanted
information hiding (Amershi et al., 2019). To address these issues, re-
cent works have proposed guidelines to support users in understanding
AI behaviour and enabling users to undo AI actions (Amershi et al.,
2019). However, these problems persist in recent implementations of
adaptive agents (Yang et al., 2020). Our work aims to understand these
challenges and possible opportunities in interacting with AI agents
designed to mitigate attentional issues in AR decision-making tasks.

3. System design and implementation

To explore how adaptive agents can mitigate attentional issues in
AR sense-making tasks and the challenges associated with interacting
with the agent, we developed (1) an AR application to present sense-
making information as interactive AR content, and (2) an adaptive
agent designed to mitigate the attentional issues involved in AR inter-
actions and the sense-making process. The agent observes users’ gaze
data and the current task state to determine the immediate relevance of
different pieces of virtual content involved in the task. The agent then
adapts the virtual content to reduce perceptual load and reduces visual
clutter to minimize attentional tunnelling and information overload.
Because both of the latter effects reduce user performance in visual
search tasks (Kortschot and Jamieson, 2019; Tatzgern et al., 2016;
Gebhardt et al., 2019), we expect users to find relevant task information
faster with the help of the adaptive agent. Additionally, we provide
users with interactions to undo the agent’s actions for adaptations that
hide information from the user to adhere with guidelines presented in
prior work on Human–AI interaction (Amershi et al., 2019).

The agent runs on a custom-built decision-making support applica-
tion. The application renders text snippets obtained from a CSV file as
virtual post-it notes. The user can then move these notes around the
virtual space and cluster related notes on virtual boards (see Fig. 1).
We chose a sense-making activity as our decision-making task because
it requires substantial human interpretation (making it difficult to fully
automate) while offering enough complexity for the assistance of an
artificial agent to bring meaningful advantages.

3.1. AR application

We developed the AR application in Unity for the Microsoft HoloLens
v2, using Microsoft’s Mixed Reality Toolkit version 2 (MRTKv2). Once
started, the application loads the text snippets and displays them as vir-
tual post-it notes randomly arranged around the virtual environment.
In addition to the post-it notes, the user can create virtual boards using
speech commands. Users can pick up post-its with a pinch gesture,
move/rotate them around the space, and drop them onto these boards
(see Fig. 1(a) and (b)). If a post-it is attached to a board, and the board
is manipulated, the board and all attached post-its move together in 3D
space.

The AR application supports two kinds of virtual boards: relevant
cluster boards and garbage boards. Relevant cluster boards (created with
the voice command ‘‘create board’’) are intended for grouping related
notes relevant to the user. Garbage boards (created with the voice

command ‘‘garbage board’’) are meant to store notes the user deems
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Fig. 2. Images of (a) a physical post-it note (b) virtual post-it notes in (i) Normal State, (ii) Folded State, and (iii) Outlined State.
irrelevant. Both kinds of boards can be destroyed by saying ‘‘destroy’’.
When a board is destroyed, the post-it notes attached to it are not
destroyed and are left with their positions unchanged. The ‘‘destroy’’
command enables users to remove digital clutter in the event that an
unnecessary amount of virtual boards were created.

The application also supports two 3D interaction techniques for
manipulating notes and boards. The user can directly manipulate them
by picking them up and dropping them off (near interaction). The user
can also interact with notes and boards from a distance by pointing at
them — which causes a virtual ray to extend from their finger in the
direction they are pointing — and pinching (far interaction). All object
transformations are isometric.

Our application collects user behaviour and task data that inform
the agent’s behaviour. It sends user intention and task-state data in
fixed time windows (which we call ‘‘communication window’’) to the
adaptive agent. A 5-second window was chosen based on pilot testing
(see Appendix C). This window allowed enough time for users to
meaningfully interact with the application’s content (find and view
relevant notes, and manipulate notes). Additionally, the 5-second win-
dow avoids prompting the agent for excessive adaptations that could
visually distract users, while maintaining a short enough duration that
the user’s immediate task, operationalized through gaze and interaction
data, does not change within the set window time. We approximate
user intentions based on their eye-tracking data (Gebhardt et al., 2019;
Feit et al., 2020), which we record using the in-built eye-tracker in the
HoloLens 2. We collect task-state data corresponding to the mapping
between post-it notes and virtual boards. Specifically, the application
sends the following data to the agent:

• Gaze dwell time for each post-it note. This is the ratio between
the time spent looking at a post-it note and the communication
window.

• Saccadic ins for each post-it note. This is the ratio between the
number of times the users gaze has entered a post-it note and the
total number of times the users gaze has entered any post-it note
within a communication window.

• Post-it note to virtual board map. This is a map indicating which
post-it note is attached to which virtual board (if any).

The application receives actions from the agent which dictate how
to adapt the visualization of the post-it notes based on current user
intention data and the application task-state data.

3.2. Adaptive agent

The adaptive agent was written in Python 3 and ran on a dedicated
machine separate from the AR application. The agent has four primary
functions: (i) it uses Natural Language Processing (NLP) techniques to
generate headings for the post-it notes (see Fig. 2 for examples); (ii) it
converts the content of the notes into sentence embeddings (a technique
5

in which sentences are numerically represented as a vector of real
numbers), and uses this data along with the mapping between post-its
and boards to cluster post-it notes based on similarity; (iii) it feeds data
sent from the AR applications along with the sentence embeddings to a
reinforcement learning (RL) agent that outputs a set of actions to adapt
each post-it note; and (iv) it communicates with the AR application
to receive data, to send actions back to the application and to cluster
information.

Natural language processing module. The NLP module of the adaptive
agent primarily handles two main functions:

1. It generates a header for each clue on a post-it note. Specifically,
the Python library spaCy1 is used to tokenize each clue and find
a list of subjects within the tokens. The header is set to the
first detected subject within the clue. For example, the header
‘‘Smith’’ was generated for the clue ‘‘Miss Smith often followed
Mr Kelley’’. If no subject is detected, the header is set to the first
word in the sentence, followed by a trailing ellipsis (...). These
headers were used to visualize an adapted state of a post-it note,
and not used as input to the RL agent.

2. It creates a 768-dimension vector representation of each clue us-
ing Google’s BERT transformer-based language model (Reimers
and Gurevych, 2019). These vectors, called sentence embed-
dings, are used to measure similarities between different notes
using angular similarity (Cer et al., 2018):

𝑎𝑛𝑔_𝑠𝑖𝑚(𝑢, 𝑣) = 1 − 𝑎𝑟𝑐𝑐𝑜𝑠
(

𝑢.𝑣
‖𝑢‖.‖𝑣‖

)

(1)

where u and v are the vector representation of two clues. Sen-
tence embeddings were also used as input for the RL agent.

Clustering module. As the user attaches notes to the virtual boards, the
agent suggests possible clusters to which other unattached notes might
belong. Formally, the agent creates 𝑘 clusters, where 𝑘 is the number
of virtual boards (relevant cluster and garbage boards) with post-its
attached to them.

It then calculates the mean for each cluster 𝑖 (𝜇𝑖) over the sentence
embeddings of the clues attached to the virtual board with ID 𝑖 (where
𝑖𝜖[1, 𝑘]). Each unattached post-it note is then grouped into a cluster
based on the angular similarity between the notes embedding and the
mean of the different clusters, i.e., the cluster 𝐶𝑖 to which an unattached
note with embedding 𝑛 is assigned is given by:

𝐶𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥
𝑖

(𝑎𝑛𝑔_𝑠𝑖𝑚(𝑛, 𝜇𝑖)) ∀𝑖 ∈ 1..𝑘 (2)

where ang_sim() is defined in Eq. (1).

1 spaCy is an open-source library for advanced Natural Language Processing
(NLP) in Python — https://spacy.io/

https://spacy.io/
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The clustering module outputs a list of all post-it note IDs with their
assigned cluster number, i.e., a list of mappings between notes and
boards. Clustering is then visualized in the AR application using distinct
colours for individual clusters (see Fig. 1(c)). We chose this approach
because the use of colours enables effective perceptual grouping (Baylis
and Driver, 1992; Fox, 1998), which in turn mitigates attentional
tunnelling within perceptual groups (Wickens and Long, 1995).

Reinforcement learning module. In addition to suggesting cluster mem-
bership, the agent tries to focus users’ attention on the task at hand
in two ways. First, it tries to minimize the visual clutter in the virtual
environment by collapsing notes into a smaller version containing only
their headings, if they are deemed irrelevant to the current analysis.
Second, it tries to draw attention to notes that are particularly relevant
by highlighting them with a distinct outline (see Fig. 2(b)).

The agent decides on one of three different actions for each virtual
post-it note based on the user’s gaze data, the sentence embeddings
of clues, and the current task state (user-selected relevant notes). The
agent either (i) collapses a note to reduce information overload and
perceptual load (by reducing the number of task-related content (Mac-
donald and Lavie, 2011)) if the agent determines it to be irrelevant
to the user — Folded State; (ii) outlines a note using highlights (Feit
et al., 2020), to reduce perceptual load by visually guiding (Biggs et al.,
2015) and easing the search for relevant post-it notes if it determines
the note to be relevant to the user – Outlined state; or (iii) displays
all content of the note without outlining or collapsing the note if the
content is neither highly relevant nor irrelevant to the user — Normal
State (see Fig. 2(b)). The relevance of specific notes is highly dependent
on individual user strategies and intentions and can be challenging to
model. As such, we use a model-free reinforcement learning (RL) agent
to predict the relevance of different notes based on users’ gaze data and
notes that the user has deemed relevant during the task (by placing
these notes on the relevant cluster boards).

To inform the RL algorithm, we first define an observation space
— what the agent needs to keep track of — and an action space
— the set of possible actions that the RL agent can perform. In our
application, the observation space consists of gaze data for each virtual
post-it note — the time spent looking at the notes and the number
of times the user’s gaze entered a note (i.e. gaze dwell time and
saccadic ins; 2 parameters) — the sentence embeddings for each note
(768 parameters), the current action-based state of the note — Folded,
Outlined or Normal state (1 parameter) — and the note’s relevance as
indicated by the user (by attaching the note on any relevant cluster
board) — relevant or irrelevant (1 parameter).

This produces an observation state space of 772 parameters (768 +
2 + 1 + 1) for each note. In the study task, we had 60 notes, resulting
in 60 𝑥 772 parameters. The action state is one of three actions for
each of the 60 post-it notes, i.e., 360 different possible action states.
We use a deep neural network based RL agent capable of handling
such extensive observation and action spaces called Deep Deterministic
Policy Gradient (DDPG) (Casas, 2017).

Our DDPG agent was written using tensorflow 2 (Abadi et al.,
2015) through the keras API (Chollet et al., 2015). DDPG consists of
two neural networks: an actor network that takes in the observation
state and outputs an action state and a critic network that predicts the
quality (good or bad) of the generated action given the observation
state (Chollet et al., 2015). Our implementation of the actor network
uses a softmax function that outputs a probability distribution across
the 3 actions for each of the 60 post-it notes (i.e., a 3 𝑥 60 action state).

he action with the highest probability for each post-it is then selected
nd sent to our AR application. The critic network uses a set of defined
ewards to determine the quality of an action over a given observation
tate.

In our implementation, a reward is given on the following obser-
ation state received from the AR application after the agent has sent
n action set to the AR application. This enables the agent to observe
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how the user responds to the agent’s actions and adjust its decision-
making accordingly. A positive reward is given when an outlined
post-it note is observed to be relevant or when a folded post-it note is
observed to be irrelevant. A negative reward is given when an outlined
note is considered irrelevant, or a folded note is considered relevant.
Notes in the normal state receive a small positive reward regardless
of whether they are observed to be relevant or irrelevant. The small
positive reward for notes in the normal state discourages the agent
from frequently switching states between folded and outlined. This was
implemented after observing that the flickering of notes between the
outlined and folded states hindered the usage of the system during a
pilot study. For an action a taken by the agent to change state s to state
’, the reward received by the agent when it observes the next state s’’
fter the user has seen and interacted with state s’, can be expressed as:

(𝑠, 𝑎, 𝑠′, 𝑠′′) =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

+𝑟𝑜 𝑖𝑓 𝑜𝑢𝑡𝑙𝑖𝑛𝑒𝑑 𝑛𝑜𝑡𝑒 𝑖𝑠 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑛 𝑠′′

−𝑟𝑜 𝑖𝑓 𝑜𝑢𝑡𝑙𝑖𝑛𝑒𝑑 𝑛𝑜𝑡𝑒 𝑖𝑠 𝑖𝑟𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑛 𝑠′′

+𝑟𝑛 𝑖𝑓 𝑛𝑜𝑟𝑚𝑎𝑙 𝑛𝑜𝑡𝑒 𝑖𝑠 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑜𝑟 𝑖𝑟𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑛 𝑠′′

+𝑟𝑓𝑖 𝑖𝑓 𝑓𝑜𝑙𝑑𝑒𝑑 𝑛𝑜𝑡𝑒 𝑖𝑠 𝑖𝑟𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑛 𝑠′′

−𝑟𝑓𝑟 𝑖𝑓 𝑓𝑜𝑙𝑑𝑒𝑑 𝑛𝑜𝑡𝑒 𝑖𝑠 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑛 𝑠′′

(3)

Where, 𝑟𝑜 > 𝑟𝑓𝑟 ≫ 𝑟𝑓𝑖 ≫ 𝑟𝑛. These reward values are relative and
based on the limited number of post-it notes a user can interact with
within the 5-second window (where the agent observes the system’s
state). Specifically, the positive reward for an observed relevant out-
lined post-it note (+𝑟𝑜) is equal to the negative reward for an observed
irrelevant outlined post-it note (−𝑟𝑜). This is so that the agent does
not outline too many notes and attempts to optimize the number of
notes a user can select within the 5-second window (as it will receive a
large negative reward). Similarly, when the user selects a folded note,
the agent gets a slightly smaller negative reward (−𝑟𝑓𝑟). The negative
reward is smaller than 𝑟𝑜 to encourage the agent to fold more than the
number of notes it should outline. Both 𝑟𝑜 and 𝑟𝑓𝑟 are much larger than
the reward for observing an irrelevant folded note +𝑟𝑓𝑖 because there
are more notes that the user will not interact with than will interact
with. A smaller 𝑟𝑓𝑖 stops the agent from folding all notes to receive
large rewards. Finally, a very small positive reward (𝑟𝑛) is awarded to
the agent for leaving the notes in the normal state. This encourages the
agent not to flick between outlined and folded states, especially when
the agent is unsure how relevant the note is to the user.

Finally, to stop our agent from performing completely random
actions during the initial phases of the experiment, we trained the
agent using a sense-making data-set2 separate from the one used for our
experiment on a naive simulated user. The simulated user first selects
[0,m] random post-it notes as relevant, where ‘m’ is the maximum
number of notes that can be selected within the 5-second window and is
based on a previous pilot test. The agent then performs actions based
on the observed state of the system. The simulated user now has to
decide which notes to mark as relevant for the next window. It does
this by first creating two clusters; a ‘relevant’ cluster with the centroid
equal to the mean of the sentence embeddings of notes that have been
marked as relevant and an ‘irrelevant’ cluster with the centroid equal
to the mean of the sentence embeddings of notes that have been not
marked as relevant. The simulated user then selects [0,k] notes from the
irrelevant cluster to mark as relevant based on the angular similarity
(Eq. (1)) between the notes in the irrelevant cluster to the centroid
of the relevant cluster. There is also a small probability (1/5) that
users pick ‘l‘ notes randomly (not based on similarity) to place on
the relevant cluster board (where k+l = m). This simulates how users
can switch between different topics within the sense-making task. The
updated state is then used to determine the reward for the agent as per
Eq. (3). Note that the eye tracking data (Gaze dwell time and Saccadic

2 https://peterpappas.com/images/2010/08/Bank-Robbery-1.pdf

https://peterpappas.com/images/2010/08/Bank-Robbery-1.pdf
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Table 2
Summary Statistics for normalized rewards the random solver and adaptive agent.
System N Mean SD

Random solver 20 0.119 0.071
Adaptive agent 20 0.929 0.054

Ins) are spread uniformly across all post-it notes, i.e., this data is not
used to initially train the system.

We stress that the described training step is only used to stop the
gent from making completely random actions during the initial phases
f the study. The naively trained state of the agent is exposed to further
raining when a user uses the system (which exposes it to eye-tracking
ata and more personalized means of selecting relevant notes). This
llows the agent to adapt to each user’s personal strategies of solving

the sense-making task.3

4. Technical evaluation

To assess whether the agent optimizes for the reward function
presented in Section 3.2, we compared the performance of our adaptive
agent to a baseline random solver. The random solver performs actions
randomly, and was chosen as the baseline in the absence of other
systems designed to assist users with realistic sense-making tasks in
AR. We gathered and accumulated the rewards using our agent and the
random solver for 20 episodic tests each. Each episode is equivalent to
30 min of task time, which is based on reported completion times for
the chosen task in prior work (Wozniak et al., 2016). The tests were run
using the simulated user on the actual experimental sense-making data-
set by Stanford and Stanford (Stanford and Stanford, 1969), as opposed
to the training dataset described in Section 3.2. The use of a dataset
other than the one used to train the agent ensures that the rewards
accrued by the agent is not a result of over-fitting and allows for a fair
comparison against the random solver.

Table 2 shows the summary statistics for the normalized rewards4

of the adaptive agent and random solver. A Mann–Whitney’s U test
showed the reward accumulated by the adaptive agent was signifi-
cantly larger than the reward accumulated by the random solver (𝑈 =
400, 𝑍 = 5.41, 𝑝 = 1.451𝑒− 11). The size of the effect was large, 𝑟 =
0.85. The result shows that the adaptive agent achieves a significantly
larger reward than the random solver even on the experimental dataset
that was not used in training.

To further show that our agent learns to optimize rewards over time,
we collected the rewards achieved by the agent per training episode and
plotted the normalized rewards against increasing number of episodes
trained. Fig. 3 shows the plot between the normalized rewards achieved
in a single episode over the number of episodes trained on. An in-
creasing trend in the reward indicates that the agent learns to better
optimize for our reward function as it trains on more episodes. The
troughs can be explained by the probabilistic nature of the simulated
user to perform a random action (described in Section 3.2).

5. Method

We conducted an experiment to understand how adaptive agents
can be used to mitigate attentional issues in AR sense-making tasks
and the challenges associated with interacting with the adaptive agent.
The agent attempts to mitigate the effects of both attentional tunnelling
and information overload by reducing the visual clutter and perceptual

3 Note that we do not carry over the training from current users to the
ollowing user to maintain consistency between users.

4 Normalization of the rewards was based on the minimum and maximum
ewards achieved by the agent and the random solver during the tests
onducted, and the rewards achieved by the agent during its training phase.
7

Fig. 3. Plot depicting the reward achieved by the agent over subsequent training
episodes. As can be seen, the reward increases as the number of episode trained on
increases; with occasional drops attributable to the probabilistic nature of the training
environment.

load in the AR task. Because attentional tunnelling and information
overload have been known to reduce task performance (speed and ac-
curacy) (Kortschot and Jamieson, 2019; Gebhardt et al., 2019; Tatzgern
et al., 2016), we expect users to have higher performance (speed
and accuracy) when using the adaptive agent in comparison to users
that do not use the adaptive agent. However, similar works using
adaptive agents have failed to find a significant positive effect on task
performance (Gebhardt et al., 2019; Lindlbauer et al., 2019; Koch et al.,
2019). To better understand how the presence of an adaptive agent
impacts user performance and behaviour while performing a sense-
making task, we employed a mixed-methods approach (1) to assess
users’ performance (speed and accuracy) through quantitative means
and (2) to understand users’ interactions and experiences with the
adaptive agent through qualitative feedback.

Although our system can support any task that involves clustering
data points, we evaluated the system using a crime-solving sense-
making task (see Section 2.2 for justification). The task we chose was
Stanford and Stanford’s murder mystery game (Stanford and Stanford,
1969). In this task, participants are presented with 31 text-based clues
related to a fictional murder case and are tasked with identifying
the name of the murderer, the weapon, the time, the place, and
the motive behind the crime. Previous works have employed simi-
lar, sometimes more complex, crime-solving tasks to explore attention
management in the context of reducing attention tunnelling in sense-
making tasks (Goyal and Fussell, 2016, 2017). However, these tasks
would require participants to continuously use the HoloLens head-
mounted display for extended periods, which could lead to fatigue and
postural discomfort (Knight and Baber, 2007). As such, the task we
chose is shorter and can be completed in less than 60 min, but has been
cited (Goyal and Fussell, 2017) and used (Zagermann et al., 2020) as
a significantly complex and cognitively challenging sense-making task.

In line with prior work (Wozniak et al., 2016; Zagermann et al.,
2020), we added 28 extra irrelevant clues to the murder mystery to
increase its visual search complexity. Additionally, 1 clue was added
to help users narrow down potential suspects, as some participants in
our pilot test took longer than the battery capacity of the HoloLens
2 to verify their answers. This resulted in a total of 60 clues for our
task. The number of additional clues we use is significantly larger
than the number of clues added to the task in prior work. For ex-
ample, Zagermann et al. (2020) added only 9 additional clues for the
same murder mystery in their experiment to study a novel interaction
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Fig. 4. Images of (a) the experimental room with physical post-it notes arranged on a physical whiteboard and (b) a participant in an AR condition using the Hololens during
the experiment.
method. However, our decision to add a larger number of clues was
based on the need for our task to induce information overload, and
high perceptual load. Specifically, we chose to include a total of 60
task items with similar visual features in our study as prior work
has demonstrated both high perceptual load (Greene et al., 2017)
and information overload (Gebhardt et al., 2019) using similar or less
number of task items (see Table 1 for details of tasks used in previous
works). See the Appendix for a list of all the 29 extra clues added to
the original set.

All clues for the murder mystery consisted of a body and a header.
The body contained the entirety of the clue, and the header was a single
word representing the subject of the clue. The header for each clue
was auto-generated through natural language processing, as described
in Section 3.

We conducted the study in a laboratory setting with two wall-sized
physical whiteboards (see Fig. 4(a), details presented in Appendix B).
On one whiteboard, participants could find the questions they had
to answer in the experimental task and the speech commands for
interacting with the AR application. Participants were given markers
that they could use to write their thoughts on the physical whiteboards.
The experiment included three different conditions:

• Paper: The baseline condition where all clues for the murder mys-
tery were presented on physical post-it notes. These notes were
laminated and had a magnet attached to the back (Fig. 2(a)). Par-
ticipants could move the notes around and attach them anywhere
on two wall-sized physical whiteboards.

• Unassisted AR: Participants used our AR application to view
virtual post-it notes containing the clues for the murder mystery
task. Participants could move the notes around using hand ges-
tures and place them anywhere in space, on the two physical
wall-sized whiteboards or on the virtual boards that participants
created using speech commands.

• Assisted AR: Similar to the Unassisted AR condition, participants
used our AR application to view, manipulate and organize virtual
post-it notes containing the clues for the murder mystery task. Our
adaptive agent assisted participants in this condition by reducing
or highlighting virtual notes based on the user’s intentions and the
notes the user considered relevant (see Section 3.2 for details).

5.1. Participants

Participants in the study expressed initial interest via an online
form. The form asked participants about their experience and frequency
of use of AR applications and technologies employing mid-air gestures.
Participants were also asked about their experiences with games similar
to murder mysteries and any work experience making sense of textual
data (e.g. qualitative research, criminology, card sorting). Participants
provided answers on a 5-point scale — Never, Less than monthly,
Monthly, Weekly and Daily (Seabrook et al., 2020). We used stratified
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randomization based on these answers to balance participants amongst
the three conditions of the study. Selected participants were then
emailed to confirm their participation.

A total of 67 participants (32 men and 35 women) between the ages
of 19 and 44 were recruited for the study. The data for 7 participants
(5 men and 2 women) was discarded due to technical issues with the
HoloLens, namely spatial mapping issues causing the rearrangement of
virtual objects within the application or the HoloLens shutting down
unexpectedly (the study could not be restarted as participants had
already read through some clues of the murder mystery). This resulted
in 20 participants for each condition.

5.2. Measures

We measured participants’ task performance based on the time they
took to provide all answers to the murder-mystery task (completion
time) and the number of questions they answered correctly (accuracy).
However, analysing completion time and accuracy separately would
not be able to provide clear insights into how the different conditions
affect overall performance. For example, a participant could complete
the task quickly but find incorrect answers to the questions. Conversely,
a participant could find all the correct answers but take too long to
complete the task. Therefore, to enable the joint analysis of accuracy
and speed, we use a combined measure called the Rate Correct Score
(RCS) (Vandierendonck, 2017). RCS is defined as:

𝑅𝐶𝑆 = 𝑐
𝛴𝑅𝑇

(4)

Where c is the number of correct responses and 𝛴𝑅𝑇 is the sum of
all response times for each question, i.e., the completion time for our
task. RCS is interpreted as the number of correct responses per second
of performing the task (Vandierendonck, 2017). As our task is fairly
complex and requires a substantial amount of time, we present RCS in
terms of number of correct responses per minute of performing the task.

We also measured participants’ perceived task load via the NASA-
TLX form (Hart and Staveland, 1988), which they completed after
the sense-making task. We chose the NASA-TLX questionnaire as it
considers both mental and physical demands. This is important, as
in addition to mental demands, head-mounted AR devices have been
known to cause neck fatigue (Bates and Istance, 2003) and postural
discomfort (Cobb et al., 1999), which may affect physical task load.
Additionally, NASA-TLX has been used extensively in prior work related
to AR (Buchner et al., 2021), including visualizations (Biocca et al.,
2006, 2007; Medenica et al., 2011) and adaptive agents (Lindlbauer
et al., 2019). Lastly, the NASA-TLX questionnaire is applicable to all
our conditions (Paper, Unassisted AR, Assisted AR), enabling us to per-
form comparisons—as opposed to using system-specific questionnaires
applicable only to a subset of our conditions (e.g. Brooke et al., 1996;
Körber, 2019).

We further employ semi-structured interviews to derive insights
on condition-specific usability and user experiences. Specifically, the
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interview focuses on the user’s experience in solving a sense-making
task using physical or AR tools, the benefits/challenges associated with
the respective interactions and tool affordances, their prior experience
with similar sense-making tasks, their strategies in solving the task,
and their view on how the adaptive agent helped or hindered their
performance (details in Appendix D).

5.3. Procedure

All procedures received approval from our institution’s ethical re-
view panel. Participants read a plain language statement of the study
protocol and were asked to provide written consent to participate.
Using a stratified-randomized design, we assigned participants to one of
the three conditions (Paper, Unassisted AR or Assisted AR). Strata were
used to control for participants’ prior experience with mid-air gestural
technology and problem-solving tasks (such as a qualitative researcher
or criminologist). A participant’s experience was determined through
the online form they submitted when they volunteered for the study.

All participants were reminded that we would collect both their
eye-tracking data and ego-centric video feed using either a Tobii Pro
Glasses 2 Eye-Tracker (Paper condition) or the Microsoft HoloLens 2
(Unassisted AR and Assisted AR conditions). We then described the
murder mystery task to the participants and directed them to the
questions on the physical whiteboard. Participants were told to provide
all 5 answers (not one at a time), in no specific order, to the researcher
once they were satisfied with their conclusion and that they would
receive an additional $5 (on top of $ 15 for participation) for getting all
the answers correct. (This was used as an incentive at the start of the
experiment, but all participants were rewarded with the total amount
to ensure equity.) Participants were also informed that they would be
timed from when they started the task to when they provided all 5
answers to the researcher and that they needed to complete the task as
fast as possible.

Specific information was provided to participants based on the
condition they were placed in:

• Paper Condition: Participants were first asked to wear a head-
mounted eye-tracker (Tobii Pro Glasses 2). We then presented
the physical post-it notes attached to a physical whiteboard (as
shown in Fig. 4(a)). We instructed participants not to get close
enough to read the clues before we started the experiment, as
prior knowledge of the clues could potentially affect completion
times. Participants were informed that they could move and
organize the notes in any manner they chose. They could write on
any physical whiteboard using the markers provided (4 different
coloured markers and an eraser). The researcher started the timer
once the participant had indicated that they were ready to start
the task.

• Unassisted AR Condition: Participants were first asked to wear a
Microsoft HoloLens 2 and calibrate the eye tracker included with
the HoloLens. Participants then went through a 15-minute tutorial
on the possible interactions in the AR system (See Section 3.1).
They were told to practice the interactions until they felt confi-
dent in their use. We also informed participants that they could
write on any physical whiteboard using the provided markers.
When participants felt comfortable with the interactions and were
clear on the task, they could start the experiment by facing a
wall and using a speech command (‘start’). This created 60 virtual
post-it notes on the wall and started the timer for the task.

• Assisted AR Condition: Participants were provided with the
same instructions and tutorial as with the AR condition. In ad-
dition, we described and showed a video demonstration of the
different methods (Clustering, Folding and Outlining) that the
adaptive agent used to help participants. To reduce uncertainty
and misplaced expectations of the agent’s capabilities — a core
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challenge identified in Human–AI interactions (Yang et al., 2020)
— we provide detailed information regarding what the agent
can and cannot do. Specifically, we explained that the adaptive
agent did not know the answer to the sense-making task and
only made decisions based on which notes the participant had
been looking at, the notes the participant had deemed relevant
by placing them on the relevant cluster boards and the similarity
between the content of the different clues. We also explained that
the agent could make better-informed decisions the more context
it received, i.e., based on the number of post-it notes marked as
relevant (for folding and outlining) and the relationship between
notes on the different virtual boards (for clustering).

After finishing the task, participants completed the NASA-TLX ques-
tionnaire (Hart and Staveland, 1988) and took part in a 15 min long
semi-structured interview. Participants were only given the correct
answers to the sense-making task after completing the NASA-TLX form
and interview.

The whole study (onboarding, experiment, and exit interview) took
approximately 1 h, with 4/60 participants taking longer (ca. 15 min)
due to longer completion times of the experiment task. Participants
received a $20 gift voucher regardless of whether they got all answers
correct.

5.4. Analysis

5.4.1. Quantitative data
We followed the statistical procedure suggested by Yatani (Yatani,

2014) to analyse our quantitative date.
As our collected RCS data deviated from a normal distribution

based on the Shapiro–Wilk’s test, we employed the Kruskal–Wallis test
to determine if our conditions (Physical, AR and Assisted-AR) had
a significant effect on the speed and accuracy of the sense-making
task. Effect sizes for the Kruskal–Wallis tests were determined using
the rstatix package in R (Kassambara, 2021). We further used a one-
way ANOVA to investigate the cumulative task load of each condition
based on our NASA-TLX data. Additionally, the effect of condition on
each sub-scale of our NASA-TLX responses (mental demand, physical
demand, temporal demand, performance, effort and frustration) was
also investigated using an ANOVA or the Kruskal–Wallis test, depending
on the normality of the data.

5.4.2. Qualitative data
We used the general inductive approach (Thomas, 2003) to analyse

our interview responses. The primary researcher coded the interview
data based on similar patterns observed in participant responses. Two
researchers then independently analysed the data to better understand
users’ impressions on the tools used for the sense-making task (Paper
versus AR) and assistance offered by the adaptive agent in the Assisted
AR condition (see Appendix E). Video recordings for participants in
the Assisted AR condition were also manually examined to verify self-
reports related to user behaviour and interactions with the adaptive
agent.

6. Results

6.1. Quantitative results

6.1.1. Rate correct score
Fig. 5 and Table 3 show the summary statistics for the rate correct

score (RCS) data. The RCS is a combination of participants’ accuracy
(correct answers) and speed (completion time), corresponding to the
number of correct answers per minute of task activity. The data shows
that participants in all three conditions performed similarly in accu-
racy and speed. The average performance of participants in the Paper

condition was slightly higher than both the Unassisted AR and Assisted
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Table 3
Summary statistics of Rate Correct Score (RCS), presented as the number of correct
answers per minute, grouped by Condition.
Condition N Mean (RCS) SD (RCS)

Paper 20 0.162 0.066
Unassisted AR 20 0.138 0.060
Assisted AR 20 0.142 0.113

Fig. 5. Bar plot of RCS data grouped by condition. The data shows that average task
performance was similar across all conditions. Standard deviation was similar between
the Paper and Unassisted AR conditions, whereas the Assisted AR conditions showed
much larger variation (approximately 2 times larger) in task performance.

AR conditions, while the average performance in the Assisted AR con-
dition was slightly higher than the Unassisted AR condition. However,
a Kruskal–Wallis test revealed no statistically significant differences
between the conditions for the RCS score (𝜒2 = 3.38, 𝑝 = 0.18). The
effect size, 𝜂2 = 0.024, indicates that Condition had a small effect on
the number of correct answers per minute given by participants during
the task (RCS). Although the standard deviation for task performance
was similar between the Paper (0.066) and Unassisted AR (0.060) con-
ditions, the Assisted-AR condition led to a much larger variation in task
performance between participants (0.113).

6.1.2. Subjective workload
Table 4 shows the mean workload and standard deviation for each

sub-scale of the NASA-TLX form as reported by participants, grouped
by Condition. Data from the NASA-TLX for each participant was used to
determine if there was a significant effect of condition on the overall
workload. An ANOVA test revealed no significant effect of condition
on overall workload (𝐹2,57 = 1.04, 𝑝 = 0.36), i.e., we did not find any
evidence that the different conditions (Paper, Unassisted AR and Assisted
AR) increased or decreased overall subjective workload significantly
for participants. The size of the effect was also found to be small,
𝜂2 = 0.035.

We further investigated responses for each sub-scale in the NASA-
TLX forms. A Kruskal–Wallis test was used to determine the effect of
Condition on physical demand. The test indicated a significant effect
of condition on subjective physical demand (𝜒2 = 9.64, 𝑝 = 0.008)
with a medium effect size (𝜂2 = 0.13). Post-hoc analysis using a Mann–
Whitney U test revealed that subjective physical demand in the Paper
condition was significantly lower than in the Unassisted AR condition
(𝑈 = 108, 𝑍 = −2.503, 𝑝 = 0.0113). The size of the effect was medium,
𝑟 = 0.396. A Mann–Whitney U test also revealed that subjective physical
demand in the Paper condition was significantly lower than in the
10
Assisted AR condition (𝑈 = 98, 𝑍 = −2.769, 𝑝 = 0.0049). The size of
the effect was medium, 𝑟 = 0.438. This indicates that the task in the AR
conditions was regarded to be more physically demanding than in the
Paper condition.

A one-way ANOVA was used to determine the effect of the condition
on subjective effort. The test indicated a significant effect of condition
on subjective effort (𝐹2,57 = 3.177, 𝑝 = .049). The effect size was
medium, 𝜂2 = 0.10. Post-hoc analysis using a Welch Two-Sample T-
test revealed that subjective effort was significantly higher in the Paper
condition than in the Unassisted AR condition (𝑡(38) = 2.2659, 𝑝 = 0.03).
The effect size was medium, Cohen’s 𝑑 = 0.72. This indicates that
participants regarded the task to require more effort to complete in the
Paper condition than in the Unassisted AR condition.

We found no significant effects of condition on all other sub-scales
of the NASA-TLX responses (mental demand, temporal demand, perfor-
mance and frustration).

6.2. Qualitative results

Our analysis of the interview responses and video recordings pro-
vides insights into three questions raised by the results of our quanti-
tative analysis: (i) How did the tools and interactions offered in the AR
conditions (Unassisted AR and Assisted AR) affect user behaviour and
performance in comparison to the Paper condition? (ii) What factors
influenced the larger variation in task performance in the Assisted AR
condition? and (iii) What factors affected the use of the adaptive agent
in the Assisted AR condition?

6.2.1. Effect of tools and interactions between the paper and AR conditions
To isolate the effects of our adaptive agent and the interactions

available in the AR application, we first analysed participants’ inter-
view data for insights about how the different interactions offered in
the Paper condition and AR conditions affected their behaviour and task
performance.

Participants appreciated the interactions offered in the AR, report-
ing that the ability to interact with virtual objects outside their reach
and organize the virtual objects in 3D space was useful. For example,
P32 said ‘‘It was easy because I could leave the notes in space but the
physical ones could fall and I have to place them on actual walls’’. However,
many participants in the Unassisted AR (9 participants) and Assisted
AR (11 participants) conditions reported difficulties in interacting with
the virtual objects. In contrast, no participant in the Paper condition
reported any difficulties in interacting with the physical paper post-it
notes.

Participants reported different reasons for why they struggled with
the interactions offered in the AR application. Some participants re-
ported that the gesture tracking was too sensitive, causing them to
accidentally move objects. Others reported that depth perception made
it difficult for them to interact with virtual objects. P22 said ‘‘Sometimes
I had to move back or forward to reach out (and grab notes)’’. There
were also instances where the HoloLens 2 would not track participants’
hands correctly if they looked away from their hands. P10 mentioned
‘‘Dropped notes while turning and wasn’t sure what happened’’..

Four participants in the Assisted AR condition said it was particularly
frustrating to interact with notes in the Folded State due to their
reduced size (see Fig. 2 b(ii)). For example, P46 said ‘‘I think minimizing
(folding) hindered my performance. (The notes became) too small to move’’.

Two participants in each of the Unassisted AR and Assisted AR
conditions mentioned that the small field of view of the HoloLens 2
made it difficult for them to get an overview of all the notes. Five
participants in the Unassisted AR and 7 participants in the Assisted AR
mentioned that continued use of the HoloLens made it difficult for them

to read the notes or caused fatigue.
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Table 4
Mean and Standard deviation (within parenthesis) of the NASA-TLX scores for each sub-scale grouped by Condition. Mental demand for our task was seen to be higher than average
in all three conditions. Effort was also seen to be higher than average in the Paper and Assisted AR conditions.
Condition N Mental demand Physical demand Temporal demand Performance6 Effort Frustration Overall

Paper 20 55.0 (24.1) 18.0 (16.9) 38.8 (23.9) 48.5 (18.9) 62.8 (19.6) 28.2 (27.0) 41.9 (13.8)
Unassisted AR 20 57.8 (16.3) 33.0 (21.1) 43.0 (17.4) 39.5 (20.3) 48.5 (20.2) 22.5 (12.9) 40.7 (11.3)
Assisted AR 20 59.8 (18.5) 37.2 (24.3) 43.8 (19.3) 36.8 (20.8) 59.8 (16.6) 38.8 (23.3) 46.0 (11.5)

6 Note that the Performance sub-scale is labelled from ‘Perfect’ to ‘Failure’ i.e., a lower score is associated with better performance, and vice-versa.
.2.2. Variation in task performance in the assisted AR condition
The large variation in performance within the Assisted AR group

rompted us to question why some participants performed better than
thers with the help of the adaptive agent. To better understand this
ariation, we performed a closer analysis of the responses and video
ecordings of participants with the lowest performance (up to the first
uartile — bottom 5 participants with an average RCS = 0.040) and
ighest performance (fourth quartile and above — top 5 participants
ith an average RCS = 0.286) in the Assisted AR group. No obvious

patterns in prior experience with mid-air gestures and problem solving
tasks, as indicated by participants’ responses to our screening survey,
were detected between the lower performing and higher performing
groups.

Based on the video and interview analysis of participants with per-
formance measures in these quartiles, we found that four participants in
the higher performance group (average RCS = 0.316) used the adaptive
agent to filter, group and find notes. Folded notes, followed by notes
clustered to different virtual boards, were reported and observed to
be the most useful adaptations in filtering relevant from irrelevant
information. In contrast, these participants reported that outlined notes
were the least useful adaptation in helping to find relevant clues. P11
(RCS = 0.487) said ‘‘(Folded notes were) good because you can still see the
header and if you think the header is relevant, then you expand. It could
have grabbed more of my attention because it was only the header and I
think I would intuitively look at them first because it was cost-effective and
I can just scan the header and decide if it’s relevant or not’’.

Conversely, participants with lower performance ignored or actively
undid the agent’s actions. We observed that only 1 participant (RCS =
0.078) in the lower performance group occasionally attended to the
clustered and outlined notes to filter clues. Another participant (RCS =
0, all answers were incorrect) focussed on the outlined notes at the
start of the experiment but later abandoned this strategy. This par-
ticipant was also observed attempting to filter irrelevant information
by ignoring (or reading only the header of) notes in the Folded State.
One other participant (RCS = 0, all answers were incorrect) said that
the folded notes helped them to filter or quickly scan information, but
video recordings of this participant showed otherwise. Four out of 5
participants (average RCS = 0.050) in the lower performance group
actively undid folded notes, regardless of whether or not the header
signified relevance. For example, P61 (RCS = 0.060) said ‘‘I think I’d
rather have not have it folding. I don’t think it folded anything that was
important but it would be better to see it (the note) fully rather than have
to unfold it first’’.. Participants in the lower performance group were
also observed to spend considerable time reading content of folded
notes they expanded. This contrasts with the behaviour observed of
participants in the higher performance group, who primarily expanded
folded notes based on the header or to quickly confirm the note’s
relevance.

6.2.3. Factors affecting use of adaptive agent
We found that participants’ individual perceptions of the adaptive

agent were largely indicative of how they used the adaptations offered
by the agent. While most participants (17 out of 20) who used the
agent reported that at least one of the adaptations accurately helped
in finding and filtering relevant notes, their perception of the adaptive
agent’s accuracy and capabilities — along with their own expectations
11

and preferences regarding the agent’s action — inhibited them from
using the agent as intended. This in turn affected how well the agent
could assist users in improving their task performance.

We identify three core factors affecting the use and perception of our
adaptive agent based on participant responses and video recordings: (i)
users’ preferences of adaptations offered by the agent, (ii) users’ trust in
the agents actions and (iii) users’ knowledge of the agents capabilities

User preferences. The first factor that appeared to affect participants’
use of the agent was their preference towards particular adaptations
and whether or not they chose to use these to complete the task.
Participants expressed varying degrees of preference to the adaptations
offered by the agent. Clustering was generally received favourably
and outlining was largely ignored. Eight participants explicitly men-
tioned that clustering helped them find related content while only two
mentioned that outlining relevant post-it notes helped them with the
task. Remaining participants mentioned that they either ignored the
clustering and/or outlining, or did not mention these adaptations during
the interview.

In contrast, opinions surrounding the folding adaptation were var-
ied. Four participants mentioned that the folding of notes helped them
decide on whether a note was relevant or not. Another three said that
folding of the notes both helped and harmed their performance as
relevant information would occasionally be folded. Eight participants
mentioned that they would unfold all folded notes as they preferred to
see the complete content within notes.

However, some individuals expressed that they would prefer to
avoid the interaction of unfolding notes altogether. P12 mentioned ‘‘(I)
did not quite like the collapsing of notes, (I) would prefer to see all notes
and avoid the extra action to unfold a post-it note’’. The preference to not
have any hidden content can be observed even in instances where the
participant agrees that the agent is only hiding irrelevant information.
P57 said ‘‘The folding was actually correct, but I would still check just to
make sure. And then I would go ‘Okay, I actually didn’t need that’’’..

One participant mentioned that they preferred to organize notes
in 3D space rather than on the virtual boards. We also observed that
five participants preferred to organized notes in 3D space in addition
to using the virtual boards. For example, some placed notes closer to
a relevant cluster board without attaching the note to the board if
they were unsure the note’s contents were related to that board. One
participant did not use the virtual boards at all and exclusively used 3D
space to organize their virtual notes.

Additionally, participants also mentioned that they would like ex-
plicit means of communicating their intentions with the agent in addi-
tion to the agent implicitly observing their gaze and actions to make
decisions. For example, P66 said ‘‘... the system was trying to find
connections between my thoughts and the notes implicitly, but it would be
useful to explicitly mention to the system that I was interested in ‘Kelley’
and ‘weapon’ and it would highlight all of those notes’’..

Trust in the adaptive agent. A second factor that influenced participants’
behaviour was their level of trust towards the agent. Distrust towards
the agent was primarily observed to manifest when the agent performed
an action that the participant did not understand. These unexpected
actions were observed to be more common at the beginning of our
experiment, when the agent was still exploring what actions the user
would reward/punish them for. Participants who observed the agent
performing unexpected actions responded by either ignoring or undo-
ing all the agents actions or by trying to understand how the agent

worked and exploiting that knowledge.
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As an example, one participant distrusted the agent and decided
not to use the adaptations: P14 said ‘‘(I would) prefer to read the text
and did not trust the system. I would open all folded notes to read them’’..
In contrast, another participant observed that when the agent would
fold relevant notes, irrelevant notes would be unfolded/outlined and
vice-versa. This behaviour of the agent occurs in the earlier stages of
the experiment when the user adopts the strategy of first discarding
irrelevant notes without attaching many notes on the relevant cluster
boards. Since, the agent observes the users gaze and the user is cur-
rently focused on irrelevant notes, the agent would outline irrelevant
notes and fold relevant ones. P11 said ‘‘Regardless of whether I trust the
folding mechanism, If the folded note had a header that is not relevant,
I would next look at a note that is not folded because it is presented
differently. And vice-versa. If I see a folded title that is relevant, I would
scan a couple other notes that are folded to see if I am missing anything
that is folded’’.

Knowledge of the agent’s capabilities. The third factor that affected
participants’ use of the agent was their knowledge of its capabilities. We
observed that the lack of understanding of the adaptive agent’s choice
of action can lead users to ignore the agent’s actions altogether. For
instance, P1 says this about the outlining adaptation: ‘‘the system did not
help at all. Highlighting (Outlining) did not make sense and so I ignored’’..
Another example can be seen in P7’s comments about the clustering
adaptation: ‘‘(I) used the colouring (clustering) first, (but) then found out
it wasn’t completely accurate and ignored’’..

Not understanding how the agent works can also influence the user’s
rust in the agent. P51 said that clustering helped overall but they
ad difficulty trusting the agent after the agent clustered notes into
nexpected groups. ‘‘Colouring (clustering) definitely helped. There was
lot of trust issues, especially in the beginning when I saw some colourings
clustered notes) made no sense. (I) didn’t trust (the) agent when it folded
otes and I would unfold it’’..

In contrast, P54 took note of our initial explanation of how the
daptive agent works and used the adaptations to find and categorize
otes. ‘‘I think the more I put things on the board, the more it helped. I
hought it would have been better if I followed a strategy and placed specific
opics on different boards ... At the end I had a couple of notes that was not
laced on boards but the colouring helped me categorize them’’..

. Discussion

This research aimed to better understand how adaptive agents can
e used to mitigate attentional issues in AR sense-making tasks and
he challenges associated with interacting with the adaptive agent. Our
nalysis of the speed and accuracy measures, along with the participant
nterviews, video recordings and subjective workload measures, led to
hree key findings.

First, according to our analysis of the NASA-TLX responses, partic-
pants rated the Unassisted AR condition to require less effort than the
aper condition. However, this benefit of using AR on subjective effort
as not found between the Assisted AR and Paper condition, suggesting

hat the added complexity introduced by the adaptive agent offset the
enefits of using AR on subjective effort. The analysis of the NASA-TLX
esponses also revealed that participants found the Paper condition to
e less physically demanding than the AR conditions (Unassisted AR and
ssisted AR). This was expected given that mid-air gestures are known

o cause fatigue and discomfort (Hansberger et al., 2017). Despite the
dded physical demand and participant reports on how the novelty
f the interactions and hardware limitations in the AR conditions
egatively affected their task performance, we found no evidence to
uggest that AR decreases task performance when compared to the
aper condition. This suggests that AR can be just as effective and
ore adaptable, through innovative means of interactions and data

isualizations, in working with text-based sense-making data when
12

ompared to traditional paper-based methods. a
Second, despite our positive technical evaluation and most partic-
pants (17 out of 20) in the Assisted AR condition reporting that at
east one type of adaptation performed by the agent helped them filter
nformation, we found that there was no significant improvement in
he average task performance in the Assisted AR when compared to
he Unassisted AR. However, we did observe a larger variation in task
erformance within the Assisted AR condition compared to the other
onditions, suggesting that some participants were more successful
n leveraging the capabilities of the adaptive agent to increase task
erformance. Our qualitative analysis indicates that participants with
igher performance used the adaptations of the agent to find and
ilter relevant information effectively, while participants with lower
erformance ignored or actively undid the adaptations made by the
gent. This suggests that participants who were more accepting of the
gent’s recommendations were more successful in drawing out helpful
nformation from the adaptations.

Finally, we found that the user’s behaviour towards the agent was
rimarily determined by their perception of the agent. We identified
hree key factors, based on interview responses and video recordings,
hat affected participants’ use of the agent: (i) user preferences about
he adaptations, (ii) trust in the agent’s actions and (iii) knowledge
f the agent’s capabilities. The following subsection discusses the im-
lications of these factors for the design of adaptive agents for AR
pplications.

.1. User preferences and control over the agent

A key motivation for using reinforcement learning to create our
daptive agent was to enable the agent to cater towards individual users
y observing individual users’ decision strategies and user behaviours.
his enabled our adaptive agent to perform different adaptations (re-
ucing, clustering, and highlighting) to help participants find and filter
elevant content in our AR sense-making task. While most participants
ound at least one adaptation helpful, the type of adaptation preferred
y participants varied from individual to individual.

In our experiment, most participants who found the adaptations
seful reported that clustering was helpful in finding related notes. This
uggest that perceptual grouping using colours was effective in mitigat-
ng attention tunnelling (Wickens and Long, 1995), thus aiding visual
earch through increased response competition within groups (Fox,
998; Baylis and Driver, 1992). In contrast, the outlining adaptation
sed in our system did not produce the intended effects of reducing
erceptual load through visual guidance (Feit et al., 2020; Biggs et al.,
015). Most participants stated that they ignored the outlining effect.
owever, outlining as an adaptation to reduce perceptual load, may
arrant future investigation. This is highlighted in our interviews
hich suggests that outlining has the potential to draw user attention
ut may be ineffective in tasks with high uncertainty — P11 said ‘‘The
ighlighting drew attention at first but I still had to read to see if the
ote was relevant or not’’..

Lastly, opinions on the folding adaptation were largely mixed. Some
articipants reported that the folded notes helped in quickly filter-
ng notes by enabling them scan the header alone, which made it
ore ‘‘cost-effective’’ than reading the full note. This suggests that

daptations aimed at reducing task-relevant information presented to
sers can mitigate information overload and lessen perceptual load
based on its operationalization (Macdonald and Lavie, 2011)). How-
ver, other participants stated that they would prefer not to have
ny hidden content in case they missed critical information. Based on
ur observations, this difference in opinion originates from the fact
hat, unlike the outlining and clustering, folded notes were difficult to
gnore by participants that preferred not to have any content hidden.
11 reinforces our argument with the statement: ‘‘Folding is the most
rominent because it changes the shape of the notes’’.. In cases where an

daptation can be useful to some participants and harmful to others, it
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would be beneficial for the user to request the agent only to use their
preferred adaptations.

To handle adaptations that the user did not find favourable, we
followed recent guidelines (Amershi et al., 2019) and implemented
interactions enabling users to undo the agent’s actions easily. This was
implemented explicitly for the folding adaptation as it was the only
adaptation that changed the information presented on a virtual-post-it
note, i.e., by hiding the main body and displaying only the header of
the note. Some participants, however, expressed that they would prefer
to forgo the interaction and view the note’s complete contents. This
suggests the need to enable users to choose which adaptations the agent
can perform or even to choose from alternative adaptations that achieve
the same purpose (Feit et al., 2020). Creating adaptations to cater for
different user preferences can be achieved by including potential users
in the design of the agent’s adaptations through participatory design
methods (Schuler and Namioka, 1993; Bratteteig and Verne, 2018).

Participants were also observed to prefer different methods to or-
ganize virtual notes to solve the sense-making task. For example, some
participants did not use the relevant cluster boards to organize their
notes as intended but preferred to organize the notes in the 3D space.
P26 said ‘‘The most useful information about a note would be its position
in space’’.. Not placing notes on the relevant cluster boards, however,
limited the agent’s information on what content the user deemed
relevant and also removed feedback from the user on the different
adaptations (see Section 3). This suggests the need to enable individual
users to decide how they would prefer to indicate the relevance of notes
to the agent.

Additionally, one participant commented that they would like to
occasionally directly inform the agent what they were interested in
and what the agent should do. In such instances, enabling users to
communicate their intentions explicitly and needs to the agent would
be helpful. For example, users could request the agent to outline all
virtual notes related to the note they are gazing at.

7.2. Trust and knowledge of the AI agent’s capabilities

Issues related to trust (Glass et al., 2008; Okamura and Yamada,
2020) and lack of knowledge of the AI’s capabilities (Amershi et al.,
2019) have been long-standing challenges for Human–AI interactions.
Glass et al. argue that trusting and understanding the agent’s actions is
necessary for users to adopt and use these agents (Glass et al., 2008).
Recent works around Human–AI interactions in HCI also stress the im-
portance of building trust between the user and the AI agent (Amershi
et al., 2019). These works provide guidelines to avoid trust issues with
the AI agents (Amershi et al., 2019; Yang et al., 2020) by increasing
user knowledge of the workings of the agent. They, however, do not
discuss the causes and effects of trust (or distrust) on Human–AI interac-
tions. This is significant as, despite following guidelines (Amershi et al.,
2019) and explaining to our participants how, why and what our agent
does prior to the experiment (see Section 5.3), some participants still
distrusted the agent.

Distrusting the agent leads users to ignore the agent’s actions and/or
spend time undoing the agent’s actions, thereby limiting (or outright
eliminating) any potential benefits offered by the agent. In our study,
participants’ distrust of the agent primarily manifested through the
expectation that the agent always outlined relevant notes and collapsed
irrelevant notes with respect to the sense-making task. Our observations
indicate that participants would distrust the agent if it did not perform
actions in line with this expectation. As explained to the participants
prior to the task, however, the agent does not know what is relevant to
the sense-making task but performs actions based on the participant’s ac-
tions and eye tracking data. This misalignment between the participants
expectations and the agent’s actual capabilities results in participant’s
not trusting future actions of the agent. This is consistent with previ-
ous works exploring attention cueing mechanisms, where users were
13
reported to distrust the mechanism entirely after they encountered an
incorrect or unexpected cue (Yeh et al., 2003).

Another contributing factor to users’ trust of the agent was the user’s
awareness of how their actions and behaviour influenced the agent’s
actions. As an example, we observed that participants who adopted the
strategy of finding and filtering out irrelevant notes at the start of the
experiment would often observe the agent outlining irrelevant notes
and collapsing relevant notes. Participants who did not understand that
the agent was performing actions based on their intention of clearing
out irrelevant notes would assume that the agent was inaccurately
adapting the virtual content and would doubt the agent’s capabilities.
In contrast, participants who understood why the agent performed
these actions were noted to take advantage of the adaptations (see
Section 6.2.3).

The challenges associated with making the actions of AI understand-
able to users has led to multiple works focusing on explainable AI
(XAI) (Das and Rad, 2020; Angelov et al., 2021; Liao et al., 2020).
These works highlight the complexity and variability of user needs
with understanding AI systems (Liao et al., 2020). In addition to chal-
lenges related to understanding AI systems, prior work on automated
vehicles (Walker et al., 2023) highlights additional factors, such as ex-
perience with the system, the user’s disposition, and situational context,
that may influence trust. However, it is difficult to assume that factors
influencing trust in automated vehicles would have similar effects on
adaptive agents for sense-making tasks in AR, given the differences
in consequences resulting from miscalibrated trust between the two
scenarios. As such, further investigation is required to better understand
overlapping factors affecting trust between adaptive systems used for
different scenarios.

In addition to making the AI’s actions more understandable (Liao
et al., 2020) and implementing methods to undo the agent’s ac-
tions (Amershi et al., 2019), our findings also highlight the need to
enable users explicit means of providing feedback to the agent. In a
study conducted by Wang et al. (2019), participants reported that they
would be more inclined to trust the AI agent if they were presented with
opportunities to provide their own feedback to the agent. However, an
agent that constantly requires feedback could result in the user needing
to expend more effort in providing input rather than focusing on the
task.

Our agent was designed to receive feedback implicitly (see Sec-
tion 3), thereby eliminating the need for the user to expend extra effort
in providing explicit feedback to the agent. However, this eliminates
the transparency of what feedback the agent is receiving, potentially
reducing the user’s trust in the agent (Wang et al., 2019) and leaving
the user feeling ignored by the agent (Glass et al., 2008). Therefore,
employing both implicit and explicit methods of providing feedback to
the agent, could be beneficial (Li et al., 2021). This would enable the
agent to collect implicit feedback, thereby reducing the burden on users
needing to constantly provide input to the agent, while also enabling
users to explicitly provide feedback when they feel the agent is not
performing as intended.

7.3. Human-AI collaboration vs human-AI interaction

As suggested by Wang et al. interaction is not the same as collabora-
tion (Wang et al., 2020). Collaboration requires mutual understanding
of task goals and shared progress tracking of the task. Earlier con-
cepts of collaborating with AI agents envisioned the human setting
the goals and performing the evaluations while the agent assisted the
human’s efforts through routinizable work (Licklider, 1960). Recent
works, however, have focused on designing autonomous agents with
less opportunities for the user to provide feedback or input to the
agent (Lindlbauer et al., 2019; Gebhardt et al., 2019; Feit et al., 2020).

Guidelines around Human–AI Interactions in HCI have attempted
to address the consequences resulting from the lack of explicit means
to provide input to adaptive agents (Amershi et al., 2019). These
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guidelines include explaining the AI’s capabilities to the user and im-
plementing interactions to undo the AI’s actions. However, our results
demonstrate that these guidelines do not work for all users and can lead
to users ignoring the agent’s recommendations.

Enabling more direct means of communicating with the agent in
addition to the agent’s capabilities of gathering implicit data and
feedback would help in establishing trust (Wang et al., 2019) with the
agent and could lead to a more collaborative relationship between the
user and the agent (Koch et al., 2019). The ability to explicitly inform
the agent of the user’s intention and provide explicit feedback to the
agent would help the agent better understand the user’s goals and, in
turn, allow the agent to provide better assistance.

As an example case, the adaptive agent can collect implicit data
and feedback from users and formulate actions accordingly without
revealing these actions to the user. The user can then (i) toggle on or off
all adaptations the agent offers based on current inferences, (ii) request
the agent for specific adaptations, (iii) explicitly inform the agent of
their intentions and/or (iv) force the agent to re-evaluate its actions by
providing explicit feedback on its current actions.

Designing adaptive agents aimed at collaborating with the user
requires a shift in the current focus from Human–AI Interactions to
Human–AI Collaborations. While current guidelines focus on explaining
the AI’s actions and providing interactions to undo the actions that the
agent has already performed, we highlight the need for more active
measures in influencing the future actions of the agent.

8. Limitations and future work

Our adaptive agent was designed to mitigate attentional issues in
AR sense-making tasks through the reduction of visual clutter and
perceptual load. To evaluate the feasibility and performance of our
agent, we conducted technical evaluations before running our main
user study. Our technical evaluations demonstrate the agent’s ability to
learn a simulated user’s behaviours and adapt to different sense-making
tasks. However, we acknowledge that pre-evaluating the agent’s per-
formance with real users would further strengthen the arguments we
present. Additionally, to determine the frequency with which our agent
performs adaptations, we conducted a pilot study (see Appendix C) with
three distinct time windows. While this enabled us to select a suitable
time interval for adaptations to occur in our system, a more rigorous
approach to optimize for the frequency of adaptations is beyond the
scope of this paper and can be explored in future work.

Further, our work does not include the collection and analysis of
raw gaze data. This was due to the lack of support in accessing raw gaze
coordinates provided by the MRTKv2 API used for developing our AR
application.5 In order to collect raw user gaze data, gaze coordinates
would have to be calculated and sent for data collection each frame.
However, this caused significant performance issues with our applica-
tion. In response, we opted to send aggregated gaze data, in ratios,
needed by the agent every communication window (see Section 3). This
necessity prevented us from collecting and analysing user gaze data.

The aim of the agent in mitigating attentional issues also limits the
amount of information we could add to virtual content to explain the
agent’s actions within the AR application. For example, our agent could
have displayed a numerical value on virtual post-it notes indicating
relevance. However, this would add additional elements that the user
would need to decipher, increasing perceptual load and defeating the
purpose of our agent. A possible solution to this would be to fade or
adjust transparency of virtual objects (Feit et al., 2020) based on the
relevance of the content i.e., higher relevance equals less transparent
and vice versa. Providing auditory explanations of the agent’s actions

5 https://learn.microsoft.com/en-us/windows/mixed-reality/mrtk-
nity/mrtk2/features/input/eye-tracking/eye-tracking-eye-gaze-provider?
iew=mrtkunity-2022-05
14
could also help with issues related to user trust as previous works have
demonstrated that visual perceptual load does not affect processing of
information in the auditory stream (Tellinghuisen and Nowak, 2003).
However, contradicting evidence indicating that high visual percep-
tual load could induce ‘‘inattentional deafness’’ (Macdonald and Lavie,
2011) — the phenomenon of missing auditory cues when attention
is focused elsewhere. This suggest that users may not perceive the
auditory explanations and as such further research is warranted before
adopting auditory methods to explain the actions of an adaptive agent
in AR.

Our work proposes the implementation of both implicit and explicit
means to communicate with the adaptive agent for efficient collabo-
ration. Future work can explore different ways to use both implicit
and explicit user input. For example, implicit data such as walking or
driving speed can inform adaptive agents for navigation applications
in cars or smartphones about how many virtual elements to display
without putting the user at risk of missing critical events. Explicit
user commands in the same navigational application can then be used
to request for specific information such distance to destination or
navigational arrows. The agent in this case implicitly determines how
many virtual elements is safe to display while the user determine what
information they want displayed.

Future work can also explore how to balance between implicit and
explicit interaction so that the agent can be used effectively. Adaptive
agents need to be autonomous enough such that they do not turn into
simple tools that users have to manually use or issue commands to. At
the same time, the agent should allow for human input, so that users
do not feel ignored and allow for better establishment of trust between
the user and the agent.

9. Conclusion

This study shows how an adaptive agent aimed at reducing infor-
mation overload and attentional tunnelling in AR sense-making tasks
affects task performance and user behaviour. We found that users who
were willing to accept the agent’s recommendations and understand
the different adaptations offered by the agent benefited more from
the agent’s assistance. We also determined key factors related to user
preference, trust and knowledge of the adaptive agent that affects user
behaviour towards our adaptive agent. We discuss the implications of
these factors on task performance and highlight the need to design for
better collaboration between users and adaptive agents.
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Appendix A. Additional clues in the sense-making task

A.1. Relevant clues to help users

1. Miss Smith said Mr. Jones did not see very well.

A.2. Irrelevant clues to hinder users

1. Mr. Kelley went for a walk at 2:00pm on the day before his body
was found.

2. A large number of robberies were reported in the area.
3. The elevator man said that he often witnessed Miss Smith and

Mr. Kelley arguing.
4. Miss Smith enjoyed taking long walks in the evenings.
5. Mr. Jones was a gun enthusiast.
6. Mr. Kelley visited the Taj Mahal in India in the 1980’s.
7. The elevator man was named Rob James.
8. Construction of the Taj Mahal was completed in 1643.
9. Miss Smith had a cat named ‘‘Mittens’’ who liked to sleep under

the coffee table.
10. The largest fish in the world is the Whale Shark.
11. World War 2 lasted from 1939 to 1945.
12. No number from 1 to 999 includes the letter ‘‘a’’ in its word form.
13. The opposite sides of a die will always add up to seven.
14. A Greek-Canadian man invented the ‘‘Hawaiian’’ pizza.
15. Cats can’t taste sweet things because of a genetic defect.
16. A group of hippos is called a "bloat’’.
17. A ‘‘jiffy’’ is about one trillionth of a second.
18. Dragonflies have six legs but can’t walk.
19. Apple seeds contain cyanide.
20. A frigate bird can sleep while it flies.
21. Jupiter is twice as massive as all the other planets combined.
22. Your body contains about 100,000 miles of blood vessels.
23. The inventor of Pringles is buried in a Pringles can.
24. The largest scrambled eggs ever made weighed nearly 3.5 tons.
25. Octopuses and squid have three hearts.
26. The first email was sent by Ray Tomlinson to himself in 1971.
27. Dolphins give each other names.
28. Marie Curie’s 100-year-old belongings are still radioactive.

Appendix B. Laboratory and apparatus

Here we detail the dimension of the experiment room, whiteboards
(physical and virtual), and post-it notes (physical and virtual) that we
used for the study. All measurements are in millimeters (mm).

1. Experiment room: The room measured 5450 mm in length,
3570 mm in width, and 2580 mm in height. Room walls either
consisted of whiteboards or fabric panels of equal dimensions,
with one side consisting of a door and a one way mirror. The
door and mirror together measured 3570 mm and the mir-
ror covered the space from the ceiling halfway to the floor
(1300 mm), with fabric continuing from the end of the mirror
to the floor. One wall along the length of the room consisted of
5 fabric panels, with the opposite side containing 3 whiteboard
panels (making up 1 large continuous whiteboard) between 2
15

r

fabric panels. The last wall, along the width and opposite the
door, consisted of 3 whiteboard panels (making up another large
continuous whiteboard).

2. Physical whiteboard: Each whiteboard panel measured
1090 mm in width and 2470 mm in height.

3. Physical post-it note: Each physical post-it note used in the
Physical condition measured 93 mm in length and 93 mm in
width.

4. Virtual whiteboard: Virtual whiteboards measured 651 mm in
width and 511 mm in length.6

5. Virtual post-it note: Each virtual post-it note used in the Unas-
sisted AR and Assisted AR condition measured 93 mm in length
and 93 mm in width. This is consistent with the dimensions of
the physical post-it notes.

ppendix C. Pilot study

Prior to running our study described in Section 5, we ran a pilot
est with 6 participants to test and refine our system, and the task used
or our experiment. In the pilot test, we tested for the feasibility of
ompleting the chosen task in the Assisted AR condition. We used the
ame murder mystery task used in our final experiment but included
nly the 28 irrelevant clues detailed in Appendix A.2. The number of
dditional clues was chosen to ensure that our task had a similar, or
ore, number of task relevant items with similar features to induce
igh perceptual load. Specifically, we chose to have more than 51 total
ask related items, based on the study by Greene et al. (2017) that
xplicitly focused on the effects of perceptual load on task performance,
etween conditions with 51 and 13 additional task items (see Table 1
or details).

Additionally, the agent used for the pilot test initially performed
daptations every 3 s (communication window). This time window
as chosen based on average gaze fixation duration on words during

eading reported in prior work (Liversedge et al., 1998; Yang, 2009;
taub et al., 2010) (approximately 200 ms to 300 ms) along with the
verage number of words in each sentence of our task (677 words
etween the 59 clues, giving us an average of 11.47 word per clue)
.e., 250×11.47 = 2867.5 ms. We followed the same procedure as detailed
n Section 5. However, our final interview for the pilot was focused
n user feedback on the adaptions and task difficulty. Participant
ata for the pilot study was not recorded, and interview responses
nd observational notes were used only as immediate feedback for
ecessary changes.

Our first 2 participants commented that they ignored the adapta-
ions performed by the agent due to the frequency with which these
ctions were performed. They also reported that the task felt too
ifficult and frustrating. However, it was not clear if the difficulty was
ue to the task itself or caused by the excessive adaptions performed
y the agent. This prompted us to reflect on our decision of a 3 s
ommunication widow that was based solely on reading times and
id not account for the necessary search for post-it notes to read. We
herefore decided to conduct further testing with a 5 and 7 s window,
ith 2 participants in each condition.

We found that participants in the 5 s window did not comment on
he frequency of the agent’s actions. However, participants in the 7 s
indow condition questioned whether the agent was lagging behind. In
ddition, 2 participants (1 in the 3 s and the other in the 5 s condition)
aid that they had to guess a few answers for the task as the AR device
an out of battery. This prompted us to add 1 additional clue that
ssisted users in solving the task for the final study (Appendix A.2).

6 Note: virtual post-it notes could be attached to either virtual or physical
hiteboards. Virtual whiteboards were necessary for the agent to determine

elevance of attached post-it notes
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Appendix D. Semi-structured interview questions

The post-study semi-structured interview that we conducted focused
on: the user’s experience with solving the sense-making task with the
given tools (Paper, Unassisted AR, Assisted AR), the challenges and
benefits in using the tools, the user’s prior experiences with similar
tasks and how prior experiences may have shaped their progression of
the task, and the strategies — and changes in strategy — that users
employed during the task. These questions aimed to gain a broader
understanding of the user experience, their chosen strategies, and the
influence of the given tools in solving the sense-making task. We asked
users additional questions related to the impact of the adaptive agent
in the Assisted AR condition. We present the high-level questions that
we asked during the interview below:

D.1. Questions asked in all conditions

1. How was your experience in solving the murder mystery/sense-
making task using the physical/virtual post-it notes and white-
boards?

2. Did you find anything challenging7 or useful in using the given
tools for solving the task? (elaborate on why? why not?)

3. Have you ever solved similar sense-making problems before?
(elaborate)

4. Is there a strategy that you used to approach the problem?
(follow up examples - change of strategy? focus on mystery as a
whole or individual questions? why chosen strategy?)

D.2. Questions added for the assisted AR condition

1. Did you use any of the suggestions made by the adaptive agent?
(elaborate on why? why not?)

2. Could you elaborate on what you think about each of the adap-
tations (clustering using colours, outlining or folding) in relation
to their role in supporting/hindering your task? (if support -
how did it support the task and to what extent? if hinder - what
problems/challenges did you notice with the adaptations?)

Appendix E. Categories developed during our analysis of the in-
terviews

We developed 85 codes from our interview data, and further group
these codes into 7 categories: Answering Strategies, Conceptual Orga-
nization, Spatial Organization, Elements Affecting Task Performance,
Tools and Interactions, Effects of Adaptations, Other (engagement,
difficulties, and comparisons between virtual and physical).

Appendix F. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.ijhcs.2024.103324.
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