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A B S T R A C T

The topic of algorithmic fairness is of increasing importance to the Human–Computer Interaction research
community following accumulating concerns regarding the use and deployment of Artificial Intelligence-based
systems. How we conduct research on algorithmic fairness directly influences our inferences and conclusions
regarding algorithmic fairness. To better understand the methodological decisions of studies focused on
people’s perceptions of algorithmic fairness, we systematic analysed relevant papers from the CHI and FAccT
conferences. We identified 200 relevant papers published between 1993 and 2022 and assessed their study
design, participant sample, and geographical location of participants and authors. Our results highlight that
studies are predominantly cross-sectional, cover a wide range of participant roles, and that both authors and
participants are primarily from the United States. Based on these findings, we reflect on the potential pitfalls
and shortcomings in how the community studies algorithmic fairness.
1. Introduction

Increasing societal concerns surrounding the development, use, and
deployment of Artificial Intelligence (AI) systems have led to a growing
academic focus on the fairness of these AI systems. The inaugural
Conference on Fairness, Accountability, and Transparency took place
in 2018 and was affiliated with the ACM in 20191 and the ACM
Conference on Computing and Sustainable Societies launched in 2020,
indicating a growing understanding in the scientific Computer Science
community of the need for ethical technological development. The
fairness of algorithm-based systems, particularly AI systems, has be-
come a widely debated topic within the Human–Computer Interaction
(HCI) community (Abdul et al., 2018; Holstein et al., 2019; Woodruff
et al., 2018; Alkhatib, 2021). Algorithmic fairness has been discussed
in the context of the platform economy (Ma et al., 2018; Ahmed et al.,
2016; Kleinberg et al., 2018), healthcare (Yang et al., 2016; Uhde
et al., 2020), and social media (Alvarado and Waern, 2018; DeVito
et al., 2017), among numerous others, highlighting the plethora of
application areas in which algorithmic fairness is of increased concern.

This increasing urgency towards fair and trustworthy algorithms has
resulted in a growing focus on the intended users and stakeholders of AI
systems. Therefore, we set out to map and compare how publications at
the HCI community’s primary outlet (ACM Conference on Human Factors
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in Computing Systems (CHI)) and a representative and growing com-
munity dealing with algorithmic fairness (ACM Conference on Fairness,
Accountability, and Transparency (FAccT)) study the perceptions of end-
users towards AI. In particular, this paper focuses on the mechanics
and methods employed by researchers. The people we study, as well as
the methodological choices underpinning our studies, severely impact
the outcomes of our research and thereby drive the perspectives we
can provide on algorithmic fairness. Prior reflections on methodological
practices within other research communities have led researchers to
identify weaknesses in existing methodological approaches, opening
the way to future improvements within the discipline. One of the most
widely known examples is the critique of study samples in Psychology.
Arnett argued in 2008 that ‘‘by concentrating primarily on Americans,
psychological researchers in the United States restrict their focus to less than
5% of the world’s total population. The rest of the world’s population, the
other 95%, is neglected.’’ (Arnett, 2008, p. 602). This critique was later
expanded upon by Henrich et al. in what has famously become known
as ‘WEIRD study samples’ (Henrich et al., 2010). WEIRD (Western,
Educated, Industrialised, Rich, and Democratic) participants are widely
employed by researchers but are likely to differ in their behaviour,
perceptions, and responses from a non-WEIRD study sample. A recent
vailable online 26 October 2022
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study by Linxen et al. analysed the study sample of recent CHI pa-
pers and found similar results (Linxen et al., 2021), highlighting the
dominance of Western participants in CHI studies.

Within the topic of algorithmic fairness, such differences can be
of critical importance due to contrasting perspectives on algorith-
mic fairness and disparity in regulations related to data collection,
storage, and usage between countries. A well-known example that high-
lights these differences in perspective is Awad et al.’s ‘Moral Machine’
study (Awad et al., 2018). In this study, participants were asked to
select their preferred outcome in hypothetical autonomous driving acci-
dent scenarios. The geographically diverse participant sample allowed
the authors to capture differences in preferences between geographical
regions. A clustering analysis revealed a Western, Eastern, and Southern
cluster—each prioritising different factors in determining their pre-
ferred outcome scenarios. Prior studies of governmental AI policy and
strategy documents similarly highlight differences between countries’
visions on (ethical) issues related to AI technology (van Berkel et al.,
2020; Dexe and Franke, 2020).

In this paper, we systematically review and assess how the CHI
and FAccT research communities have studied algorithmic fairness. We
present a systematic assessment of 200 papers, following an initial
identification of 1260 papers in the ACM Digital Library. Our anal-
ysis focuses on both the chosen study designs (e.g., study method),
haracteristics of the participant samples (e.g., sample size), as well
s the geographical location of the studies’ participants and authors.
he results of our analysis highlight that the majority of studies rely
n participants from the USA, are limited to single observations of par-
icipants (i.e., cross-sectional in nature), and recruit participants across

variety of roles (e.g., general public, domain experts). We provide
mplications for the future study of algorithmic fairness to decrease the
xisting gaps in geographical coverage, to increase our understanding
f the effect of factors such as participant’s role, their compensation,
nd their demographic characteristics, as well as to allow for increased
omparability between studies on this growing topic.

. Related work

In this section we introduce algorithmic fairness research within HCI
nd the wider Computer Science domain. Subsequently, we highlight
arlier work assessing and discussing methodological concerns within
range of disciplines, followed by a closer look at the results from prior

eflection on HCI research practices.

.1. Algorithmic fairness

Fuelled by the rise of AI systems and the numerous reports on the
arm caused by these systems (Rahim, 2020; Israni, 2017), the study
f algorithmic fairness has become a critical component of AI research.
epri et al. define algorithmic fairness as ‘‘the lack of discrimination
r bias in the decisions’’ (Lepri et al., 2018, p. 615). Various works
ithin Computer Science have aimed to formalise the notion of fairness,
ften distinguishing between different types of fairness, e.g. group
airness (Calders and Verwer, 2010) and individual fairness (Dwork
t al., 2012). Whereas group fairness argues for an equal outcome of
esults between (demographic) groups (e.g., as based on race), individ-
al fairness dictates that individuals with similar characteristics should
e treated similarly. The increasing focus on algorithmic fairness has
lso led to a more critical and in-depth discussion of work towards
lgorithmic fairness.

A prominent example of the more critical discussion of algorithmic
airness is the work by Hoffmann, who highlights three limitations of
he contemporary debate on algorithmic fairness (Hoffmann, 2019).
irst, Hoffmann states that algorithmic fairness copies the ‘bad actor’
rame, through which (un)fairness is reduced to narrow interpretations
f ‘cause and effect’ by a bad actor who needs to be penalised. Such a
rame leaves out important social and contextual issues. Second, work
2

n algorithmic fairness takes an insufficiently intersectional approach,
nstead focusing on an individual dimension of discrimination (e.g.,

race, gender), centred on disadvantages. An intersectionality approach
argues that we cannot rely solely on pre-existing categories but instead
should consider the interaction between dimensions of discrimina-
tion (e.g., gender and racial discrimination as experienced by Black

omen in employment discrimination (Crenshaw, 1989)), see also the
oundational work by Crenshaw (1989). Third, Hoffmann argues that
lgorithmic fairness should not focus solely on achieving a fair distri-
ution of goods (e.g., resources, opportunities), as an improvement in
hese metrics does not necessarily improve the day-to-day life of those
acing discrimination (Hoffmann, 2019). Furthermore, we highlight
he work by Verma and Rubin (2018), which discusses and compares
wenty different definitions of fairness. Verma & Rubin conclude that
‘the same case can be considered fair according to some definitions and un-
air according to others’’ (Verma and Rubin, 2018, p. 1). To overcome the
dverse outcomes of algorithmic systems, Alkhatib states that ‘‘designers

should be designing to undermine these technologies’’ (Alkhatib, 2021,
p. 7). These examples of prior work highlight the inherent complexity of
algorithmic fairness research, as well as the wide range of perspectives
on algorithmic fairness in the field.

Within the HCI community, algorithmic fairness has been studied
from a number of angles. A commonly recurring topic is the call
for a broader view on algorithmic fairness, taking into consideration
the various stakeholders involved (e.g., general public, policymakers,
corporations) (DeVito et al., 2017; Saxena et al., 2019; Smith et al.,
2020). Woodruff et al. present how workshops and interviews with
members of traditionally marginalised populations can provide mean-
ingful insights for developers and policymakers involved in the (po-
tential) deployment of algorithmic systems (Woodruff et al., 2018).
Non-experts have also been asked to comment on the fairness of
individual variables/predictors that can be included in an algorithm,
commonly through the use of crowdsourced data collection (e.g., van
Berkel et al. (2019) and Grgic-Hlaca et al. (2018)). Input from such
evaluations can be used to mark ‘protected’ variables or attributes.
Marking a variable as protected requires that the decision of an al-
gorithm is independent of the value of the protected variable (e.g.,
regardless of a person’s age), increasing the fairness of prediction
algorithms (Kleinberg et al., 2018).

Another branch of work focused on algorithmic fairness has investi-
gated novel tools to support those involved in the development pipeline
of algorithmic systems. As shown by prior work, human bias that
emerges in this pipeline negatively affects the fairness of the resulting
algorithm (Adam, 1998; Bowker and Star, 2000; Holstein et al., 2019).
Brownstein defines implicit bias as ‘‘a term of art referring to relatively
unconscious and relatively automatic features of prejudiced judgment and
social behavior.’’ (Brownstein, 2019, p. 1). One such bias is the con-
firmation bias, in which we (often unconsciously) distort available
information to confirm our pre-existing beliefs. Already in 1998, Adam
discussed how male developers (unknowingly) embedded their own
biases into AI applications (Adam, 1998). More recent examples point
to the bias introduced by crowdworkers responsible for annotating
training data on which the algorithm is subsequently trained (Attenberg
et al., 2011; Vaughan, 2017). Several approaches have been proposed
to counter such algorithmic biases, e.g., modification of the labels,
addition of synthetic instances, and data transformation (Calders and
Žliobaitė, 2013). The literature also focuses on tools that allow devel-
opers to interactively inspect the decisions made by an algorithm in
hypothetical scenarios (Wexler et al., 2020).

As highlighted through these examples, the HCI literature on algo-
rithmic fairness considers a variety of participant roles. In this work,
we aim to map the various roles encountered in work on algorithmic
fairness perceptions and the methodologies employed to answer our
research questions.
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2.2. Bias in research & practice

Internal reflection on the scientific practices of the global research
community has been fundamental in the evolution of our scientific
methods. Well-known contemporary examples include the replication
crisis (Pashler and Wagenmakers, 2012), the over-reliance on partic-
ipants from Western, Educated, Industrialised, Rich, and Democratic
(WEIRD) countries (Henrich et al., 2010) (as recently studied in the
context of HCI (Linxen et al., 2021)), p-value hacking (Dragicevic,
2016), and ethical and methodological concerns regarding the recruit-
ment and compensation of crowdworkers (Irani and Silberman, 2013).
The replication crisis, initially brought to light from within the social
sciences and medicine, highlighted that many experimental results
could not be reproduced through repeated experiments (Pashler and
Wagenmakers, 2012). The inability to reproduce earlier results calls
into question the reliability of prior studies and the methods and
analysis techniques employed. Within HCI, replication of prior studies
has been discussed primarily in light of publicly sharing study data
and software and pre-registration of studies and analyses (Cockburn
et al., 2018; Wacharamanotham et al., 2020). An analysis of 891 papers
by Hornbæk found that 3% of papers were active replication studies,
but also indicated that many of the non-replication studies could have
included a replication of prior results with relatively minor additional
effort (Hornbæk et al., 2014).

Within our own community, recent work has also discussed bi-
ases related to disabilities, gender, and race in technology. Spiel &
Gerling analyse 66 publications on games aimed at neurodivergent
populations (Spiel and Gerling, 2021). Their results highlight that
current work is predominantly based on a medical model of disability
and promotes a top-down approach to game development rather than
proactive involvement of the target audience. The authors also call
on future work to ‘‘attending to differences without articulating them as
deficit ’’ (Spiel and Gerling, 2021, p. 1). Highly relevant to this paper’s
topic is Keyes’ work on ‘the misgendering machines’ (Keyes, 2018),
which assesses how the HCI community operationalises gender and
its use of ‘Automatic Gender Recognition’ systems. Keyes’ analysis
highlights that these gender recognition systems consistently deny
the existence of transgender people and the role of self-knowledge
in relation to gender. Based on these findings, Keyes urges that HCI
researchers need to both operationalise and understand gender in a
nuanced way to put an end to the continued harm caused to trans
people. This call for a more nuanced approach to gender has been
repeated by Hamidi et al. (2018) and Scheuerman et al. (2019), among
others. Schlesinger et al. raise the question of why it is challeng-
ing for chatbots to talk about race (Schlesinger et al., 2018). Their
reflection identifies the widely used ‘ban list’ of prohibited words,
aimed to reduce racist discussion, as a problematic factor as it limits
and outright prevents race talk. Instead, Schlesinger et al. argue that
chatbots can learn from real-world race talk conversations. Further,
their work highlights the notion of context as an overlooked factor
in chatbots (Schlesinger et al., 2018). Whereas the current generation
of chatbots is assumed to respond appropriately across all possible
contexts, the authors argue that domain-specific bots can perform more
aptly in areas of conversation in which current bots’ behaviours are
offensive or undesirable. Ogbonnaya-Ogburu et al. in discussing ‘critical
race theory’, highlight how racism is abundant in our everyday socio-
technical systems (Ogbonnaya-Ogburu et al., 2020). The authors state
that, although the myriad of examples provided might be interpreted
as an ‘aberration’ or ‘individual incident’ by Whites, they are part of
daily reality for persons of colour.

These examples all point to biases that arise in research and prac-
tice, and the severe negative impact these biases can have on indi-
viduals that deviate from ‘the norm’. As an applied example from
the context of Human-AI, Chancellor et al. studied how research on
mental health discussion on social media has represented their study
3

samples (Chancellor et al., 2019). Their results highlight a framing
by researchers towards the analysed social media users as ‘patients’
despite the lack of active and ongoing clinical care, as ‘participants’
even though these social media users often did not sign up for the study
(automated scraping), as well as ‘social media users’ and ‘data/machine
learning objects’ (in addition to the ‘humans’ framing). Such framing,
Chancellor et al. argue, can risk dehumanising the individuals involved
in the presented studies (Chancellor et al., 2019).

Biases may arise due to a wide array of factors. Friedman & Nis-
senbaum distinguish three categories of bias in computer systems,
preexisting (i.e., biases with roots in society), technical (i.e., biases due
to technical considerations), and emergent (i.e., biases that arise during
use of the system) (Friedman and Nissenbaum, 1996). Prior work in
HCI has aimed to identify and quantify emergent biases in evaluation
studies. In 1999, Nass et al. found that participants who had just com-
pleted a text-editing task were more positive in their interview answers
when the interview took place on the same computer as compared to
both their answers on a pen-and-paper questionnaire and their answers
on an identical but different computer (Nass et al., 1999). The same
effect is found with human interviewers, as shown by Dell et al. who
report that participants’ bias towards an interviewer’s artefact can be
influenced by the interviewer’s favour and demand characteristics (Dell
et al., 2012). Participants’ evaluation of artefacts increased by 2.5𝑥
when participants believed that the interviewer developed the artefact,
and by a factor of five when the researcher was a foreigner (requiring
a translator). Vashistha et al. investigated the effects of social influ-
ence on participant response bias by showing positive, negative, or
no feedback commentaries on videos that were subsequently rated by
the participants (Vashistha et al., 2018). Their results indicate that
participants presented with positive feedback videos provided high
ratings and more positive feedback for the videos, whereas participants
in the negative feedback condition generally provided low ratings and
more critical feedback for the videos (Vashistha et al., 2018).

Similar to biases occurring at the individual study level, biases
can also exist within research communities. By systematically assess-
ing current methodological practices in the CHI and FAccT research
community, we set out to map and contrast current practices in two
communities within Computer Science that are deeply involved in the
study of algorithmic fairness.

2.3. Participant recruitment & representation

Of relevance to our analysis is the systematic bias towards WEIRD
participants found among Psychology studies (Henrich et al., 2010) and
as recently also highlighted in studies published at CHI (Linxen et al.,
2021). In an in-depth investigation across the behavioural sciences,
Henrich et al. found that the majority of studies on human behaviour
published in top journals are based on participant samples exclusively
obtained from WEIRD societies (Henrich et al., 2010). This is in line
with prior work from e.g. Arnett, who analysed the publications across
six subdisciplines in Psychology between 2003–2007 and found that
68% of participants were from the USA, and 96% were recruited from
Western industrialised countries (Arnett, 2008). Henrich et al. further
found that members of these WEIRD societies are frequent outliers
in domains such as fairness, moral reasoning, reasoning styles, and
self-concepts (Henrich et al., 2010), all of which are highly relevant
in shaping our perceptions of algorithmic fairness. With the above
findings, Henrich et al. state that ‘‘WEIRD subjects may often be the
worst population from which to make generalizations’’, as this subgroup
frequently acts as a significant outlier when compared to other global
samples (Henrich et al., 2010, p. 79). Within CHI, Linxen et al. found
that over the period 2016–2020, US participants account for 54.84%
of all study participants and ‘Western’ participants (including the US)
for 73.13%. 71% of participants were recruited in countries considered
fully WEIRD (i.e., Western and above the global median for Education,

Industrialisation, Wealth, and Democracy).
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In the context of fairness, relying on WEIRD participant samples can
result in disparate outcomes. Blake et al. studied the development of
two types of fairness decisions (disadvantageous inequity aversion and
advantageous inequity aversion) across seven diverse societies (Blake
et al., 2015). Their results show that while disadvantageous inequity
aversion emerged around the same time across the studied popula-
tions, the development of advantageous inequity aversion (i.e., self
receives more than peers) appeared only in three of the studied popu-
lations (Blake et al., 2015). Studies of adult populations have similarly
found significant differences in perceptions of fairness and cooperation,
with for example Herrmann et al. identifying a large variation in
antisocial punishment between sixteen assessed participant pools (Her-
rmann et al., 2008). These examples from Psychology highlight how
‘‘WEIRD societies tend to be outliers on many measures of fairness and
cooperation’’ (Blake et al., 2015, p. 258). In HCI, recent work by Nakao
et al. points to the importance of considering culturally dependent
perspectives in the development of fair AI systems—further stressing
the importance of including studies from non-WEIRD societies (Nakao
et al., 2022).

The relative ease and low cost with which researchers can recruit
participants through crowdsourcing platforms, such as Amazon Me-
chanical Turk (MTurk) and Prolific, has led to a significant increase
in the uptake of these platforms as a source of study participants (Irani
and Silberman, 2013; Barbosa and Chen, 2019). While this paradigm
has allowed researchers to recruit larger samples and enabled data
labelling at a scale previously unattainable, research has also pointed
to the potential bias this participant sample may introduce. Paolacci
et al. found that workers on MTurk are generally younger, better
educated, and have a more liberal worldview than the USA’s general
population (Paolacci et al., 2010). According to data from MTurk
Tracker for August 2020, roughly 75% of crowdworkers on this website
are from the USA, 16% from India, and the remaining 10% originate
from other countries (Difallah et al., 2018). While a young, highly
educated, and more than average liberal US participant sample is
perhaps unproblematic in many areas of HCI research (e.g., Fitts’s law
xperiments), findings from such a sample may differ significantly from
ther populations when discussing algorithmic fairness. Aitamurto &
hen point to the barriers that may limit participation in crowdsourcing
fforts, such as a lack of internet access or a motivational barrier to
articipation (Aitamurto and Chen, 2017). We are, therefore, interested
n assessing the reliance on crowdworkers for participant recruitment
n the context of algorithmic fairness.

To overcome some of these biases introduced by crowdsourcing
ork, Barbosa and Chen proposed a framework that considers the
emographics of the crowdworkers when distributing tasks (Barbosa
nd Chen, 2019). While the authors demonstrate that the framework
as effective in reducing a potential bias of crowdworker demographics

country of origin, gender, and age), the authors also found that the
se of their framework introduced a slight decrease in the accuracy
f responses—possibly because the framework tasks did not recruit the
ost experienced workers to avoid country bias. Van Berkel et al. asked

rowdworkers to discuss and indicate whether they believed that the
se of a presented predictor variable was fair (van Berkel et al., 2019).
heir results showed that discussions among a more diverse group (in
erms of age, gender, race, and income) resulted in a closer alignment
mong group members with the overall majority than discussions in
roups with lower diversity.

.4. Reflections on HCI research

A systematic assessment of the literature within a community is a
idely used technique to identify methodological practices. A recent
xample of such an analysis within HCI is a review of the ‘local
tandards for sample size’ by Caine (2016). Analysing all 465 papers of
he CHI 2014 proceedings, Caine collected the sample size information
4

f a total of 606 user studies, as well as participant demographics
and parameters related to the study designs. Analysing these results
identified a wide spread in sample size (ranging from 1 to 960 000
participants), with 12 participants being the most commonly reported
sample size (Caine, 2016). 71% of the study samples included col-
lege students. Following the identification of missing details, Caine
recommends authors ensure that complete information about on the
study’s sample size is provided, in part to facilitate future replication
research (Caine, 2016). Liu et al. analysed the thematic evolution in the
HCI field and identified underlying trends within the CHI community
over two decades (Liu et al., 2014). Through a co-word analysis,
Liu et al. identified clusters to assess the field’s interrelated concepts
and intellectual structures. In addition to reporting on community’s
growth, the authors also found that only 44.7% of the top keywords
in the period between 1994–2003 were repeated in the papers pub-
lished between 2004–2014, implying that the top research topics were
replaced with new topics. For example, keywords such as ‘social net-
works’ and ‘crowdsourcing’ only emerged as research themes between
2004–2013 (Liu et al., 2014).

Several works have also reviewed the existing literature to learn
about a specific topic within the HCI community. The work by Abdul
et al. (2018) is most relevant for this paper. Through a topic modelling-
based approach, in which the content of over 10 000 papers were
analysed, the authors identified fading and emerging topics in the
research field. Moreover, the scholars reveal research clusters and
research communities and demonstrate how closely these entities re-
late to each other. Abdul et al.’s analysis shows that interdisciplinary
research contributes the most towards progress in explainable sys-
tems (Abdul et al., 2018). Aiming to increase our understanding of
the notion of ‘interaction’, Hornbæk et al. conducted an extensive
literature review of 4604 papers published at CHI over the last 35
years (Hornbæk et al., 2019). Through a combined process of natural
language processing and manual classification, the authors extracted
n-grams and phrases that contain the word ‘interaction’ as mapping to
relevant modifiers. The authors report an increased usage frequency of
the term ‘interaction’ in papers in the later years of the conference as
compared to the initial years. The authors also demonstrate more than
2000 modifications applied to the term ‘interaction’ throughout the
conference proceedings in the last 35 years, indicating varying usage
of the term ‘interaction’ (Hornbæk et al., 2019).

In this paper, we set out to explore how the topic of algorithmic
fairness has been studied both in CHI and FAccT. Informed by the
critiques brought forward in both other as well as our own scientific
communities, and following an established practice in which confer-
ence proceedings are used to reflect on a community’s practice, we next
present our systematic literature review.

3. Methodology

We conduct a comprehensive literature review on how researchers
have studied user perceptions of algorithmic fairness. Our search fo-
cuses on papers published in the Proceedings of the ACM Conference on
Human Factors in Computing Systems (hereafter, CHI) and the Proceedings
of the ACM Conference on Fairness, Accountability, and Transparency
(hereafter, FAccT). The CHI conference is considered the premier con-
ference in HCI, and provides an inclusive representation of the Human–
Computer Interaction landscape (Hornbæk et al., 2019). Because of
these characteristics, the CHI proceedings have been used previously
to study practices and trends in the HCI community (Caine, 2016; Liu
et al., 2014; Koeman, 2020; Pohl and Mottelson, 2019). The FAccT con-
ference is a cross-disciplinary conference with a focus on the fairness,
accountability, and transparency of socio-technical systems. A recent
literature review highlights the most common topics within FAccT to
focus on ‘Fairness and ML’, ‘Explainability’, and ‘Social Science, Ethics,
and Accountability’ (Laufer et al., 2022), indicating a close alignment

with our interest area of fairness perceptions.
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Fig. 1. Overview of frequency of papers on perceptions towards AI across CHI and FAccT.
We searched the ACM Guide to Computing Literature using an ‘AND’
search query combining terms surrounding fairness in an ‘inclusive or’;
‘fairness’, ‘equity’, ‘trust’, and ‘equality’, as well as terms related to
algorithms in an ‘inclusive or’; ‘artificial intelligence’, ‘algorithm’. To be
as exhaustive as possible in our search, we specified our search query to
assess from the Digital Library both full-text and metadata (e.g., title,
abstract, author keywords). We do not apply a date filter, as we are
interested in mapping the evolution of this research area over time.
The search was carried out in July 2022, covering the CHI proceedings
from 1982 until 2022 and the FAccT proceedings from 2019 to 2022
(both years including).

Our search resulted in a total of 947 papers for CHI and 313 papers
for FAccT. We individually analysed each paper to meet our inclusion
criteria. First, we identified and excluded extended abstracts papers
(e.g., workshop, tutorial). A total of 250 papers were excluded (225 for
CHI, 25 for FAccT), bringing the remaining total to 1010 papers. Sub-
sequently, we manually analysed each remaining document. Numerous
papers contained references to AI conferences or journals, which led
them to be incorrectly included in our search results. Papers which,
for example, solely mentioned fairness-related aspects in ‘future works’
were excluded from our selection. and identified documents Further,
papers which did not focus on human perceptions were excluded. This
primarily concerned papers which presented a mathematical contribu-
tion without further evaluation with end-users. Literature reviews were
also excluded from our analysis. Following these exclusion criteria, 166
CHI papers and 34 FAccT papers remained for further analysis.

4. Results

The 200 papers classified as relevant for our analysis were published
between 1993 and 2022. As shown in Fig. 1, the number of papers pub-
lished concerning algorithmic fairness has increased rapidly, with over
45% of the identified papers published in the last two years. Classifying
the corpus of papers, we find that a majority of 136 papers, or 68% of
the corpus, contain one user study, 49 papers contain two user studies,
and 15 papers contain three or more user studies. For the subsequent
analyses, we count each study individually. In other words, if a paper
reports on two user studies, we consider these studies separately from
each other. From the 200 total analysed papers, we identify a total
of 283 studies at an average of 1.4 studies per paper. An overview of
the characteristics of these 283 studies is presented in Appendix. Our
analysis focuses on the study designs and methodological approaches,
the studies’ participant samples, and the geographical location of both
participants and study authors.

4.1. Study designs

We classified the primary research method for each study following
the categorisation previously used by Koeman (2020). We describe
these six categories below;
5

• Lab studies. Studies in which participants are invited to the lab
and asked to complete a specific task.

• Remote studies. Studies in which participants are asked to com-
plete a task remotely, most commonly involves crowdsourcing
tasks and surveys.

• Interview studies. Studies in which participant data is collected
through interviews and discussion.

• Field studies. Studies in which researchers study participants in
the environment of interest, also known as in situ or in-the-wild
studies.

• Workshops. Studies in which participants play an active role
in generating study data, include, among others, co-design and
expert evaluation studies.

In classifying the studies, we identified the primary methodology
employed in the study, also following the aforementioned classification
by Koeman (2020). If, for example, a field study was complemented
with a final interview study, we mark it as a field study. We present
an overview of the primary methodologies employed in each study in
Table 1. We find that the most commonly used methods were remote
studies (130 studies), interview studies (68 studies), and lab studies (41
studies). Fig. 2 highlights the distribution of research methods between
CHI and FAccT studies in our corpus. While the analysed CHI papers
included a substantial number of field studies (23 studies, 13.9% of
analysed CHI papers), none of the analysed FAccT papers included a
field study. The FAccT papers were also low on the number of lab
studies (2, or 5.9%) compared to our CHI sample (39, or 23.5%).

4.1.1. Study duration
Next, we analyse the duration of the identified studies. In our

classification, we uphold a minimum duration of one day (e.g., a 30-
min interview study is classified as one day), and a study duration of
three weeks is classified as (3 x 7 =) 21 days. Studies in which duration
differed between participants (e.g., participation between five to ten
days (Wu and Munteanu, 2018)), we take the average study duration
in our calculation. The mean study duration is 2.43 days. However, the
median study duration of one day indicates that most studies are not
longitudinal. The longest study in our sample has a duration of 180
days (Passi and Barocas, 2019). Table 1 provides an overview of the
duration of studies across the various methodologies, with field studies
predictably having the longest duration across our study sample.

4.1.2. Method of analysis
We identified the analyses performed in each study, classifying stud-

ies as either ‘qualitative’, ‘quantitative’, or ‘mixed method’ based on the
primary form of analysis. Here, we focus specifically on how the results
of a study are analysed, as opposed to the research method applied in
the study (see Section 4.1). We categorised data analysis methods such
as open coding of participant comments (e.g., Eslami et al. (2018)),
interpretation of workshop results (e.g., Brown et al. (2019)), and

the analysis of interview transcripts (e.g., Schneider et al. (2019))
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Table 1
Study duration and sample size across the different study methodologies.
Methodology Venue No.

studies
Mean duration
(SD)

Median
duration

Mean N (SD) Median N

Lab study CHI 39 1 (0) 1 30.6 (41.2) 20
FAccT 2 1 (0) 1 11.0 (11.3) 11
Total 41 1 (0) 1 29.6 (40.4) 19

Remote study CHI 106 1.12 (1.26) 1 361 (623) 168
FAccT 24 1 (0) 1 377 (619) 146
Total 130 1.10 (1.14) 1 364 (620) 160

Interview study CHI 54 1.02 (0.14) 1 26.9 (50.0) 17.5
FAccT 14 13.80 (47.80) 1 19.1 (12.1) 14
Total 68 1.01 (0.12) 1 25.4 (45.2) 16

Field study CHI 23 19.4 (18.3) 14 39.6 (68.4) 18
FAccT 0 – – – –
Total 23 19.4 (18.3) 14 39.6 (68.4) 18

Workshop CHI 15 1.27 (1.03) 1 25.5 (22.6) 16
FAccT 6 1.50 (1.22) 1 20.7 (10.1) 19
Total 21 1.33 (1.06) 1 24.1 (19.7) 16

All CHI 237 2.86 (7.86) 1 178.27 (448.66) 33
FAccT 46 4.96 (26.39) 1 210 (482.47) 38
Total 283 3.20 (12.80) 1 183.3 (453.48) 34
Fig. 2. Overview of analysis approaches across the identified methods.
as qualitative. Studies involving quantitative data analysis methods
typically involved the use of inferential statistics across conditions in
experimental designs (e.g., Yin et al. (2019)). Studies classified as mixed
method combined a qualitative and quantitative analysis approach. For
example, Verame et al. present a user study in which participants’ task
performance is quantified and assessed, while participant strategies
are identified through interviews (Verame et al., 2016). Our sample
consists of 120 qualitative analyses, 80 quantitative analyses, and 83
mixed method analyses. Fig. 2 highlights the overlap between the study
method and analysis technique as split between CHI and FAccT. Our
results indicate that while remote studies typically rely on quantitative
analysis, other research methods more often result in a qualitative
or mixed method analysis. Unsurprisingly, we find extensive use of
qualitative analysis methods for workshops and interview studies. We
performed a Pearson’s Chi-squared test to examine the relation between
publication venue and analysis method. The relationship between these
variables was significant (𝜒2(2, 283) = 7.18, p = 0.03), with a posthoc
test (using Bonferroni correction) highlighting a significantly lower
number of mixed method studies in the FAccT conference (p < 0.05).

4.1.3. Compensation
In terms of participant compensation, we classified between ‘fi-
6

nancial compensation’ (e.g., a set price for completion of the task, or B
a raffle), vouchers, and other (e.g., study credits, physical gift). In a
total of 127 studies (44.9%), financial compensation of participants
was the most commonly used compensation technique. In 35 studies
(12.4%) participants were rewarded with a voucher. Seven studies
(2.5%) provided an alternative compensation method (Liebling et al.,
2020; Thakkar et al., 2020; Hsu et al., 2021; Okolo et al., 2021;
Setlur and Tory, 2022; Jakesch et al., 2022), and one study offered
participants either a financial compensation or study credits (Völkel
et al., 2020). For five studies the authors explicitly stated not to provide
a reward for their participants (Jahanbakhsh et al., 2017; Liao et al.,
2018; Hastings et al., 2020; Schußet al., 2021; Cheng et al., 2022). For
a total of 108 studies (38.2%), the authors did not provide details on
the compensation of participants. This represented 84 (35.4%) of CHI
studies and 24 (47.8%) of FAccT studies.

4.2. Participant samples

Of the total number of 283 studies included in our sample, the
average sample size is 183 (SD = 453.5) participants per study.2 Given

2 We were unable to identify the participant sample of one study (Passi and
arocas, 2019).
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Table 2
Details on the four categories of participant roles as identified in the corpus.

Participant role Venue No. of studies Mean N Median N

Domain experts/Stakeholders CHI 70 40.7 16
FAccT 12 33.4 17
Total 82 39.6 16

General public CHI 78 43.6 24.5
FAccT 5 182.0 47
Total 83 51.9 25

Crowdworkers CHI 71 497.0 237
FAccT 15 513.0 392
Total 86 500.0 276

HCI/ML practitioners CHI 18 39.2 28
FAccT 13 34.8 20
Total 31 37.4 21

the inclusion of several studies with an extensive sample, the median
sample size of 34 gives a better indication of the typical number of
participants involved in the studies. The median sample size of the
CHI and FAccT studies is largely comparable, at respectively 33 and
38 participants. Table 1 shows the mean and median sample size as
split by the primary method of the study.

Following an initial read-through of the corpus of studies, the au-
thors collectively decided on the following classification of participant
roles in the studies:

• Domain experts/Stakeholders. The first category consists of
participants specifically recruited due to their (professional) ex-
pertise or close personal involvement with the research goal. For
example, studies focusing on a healthcare application in which
healthcare workers are recruited belong to this category.

• General public. Studies in which participant recruitment is
broad, and a selection is typically made based on participant
availability as opposed to participant expertise. This includes
recruitment of participants from University mailing lists as well
as broad recruitment among social media users.

• Crowdworkers. Participants recruited through crowdsourcing
websites such as Amazon Mechanical Turk or Prolific.

• HCI/ML practitioners. Studies in which recruited participants
were HCI/ML practitioners or researchers.

Table 2 presents information on the total number of studies in
which the aforementioned roles were involved, as well as the mean
and median number of participants for each role. As seen from Table 2,
studies involving crowdworkers as the participant sample had by far the
largest sample size. Across all four categories of participants, consider-
able deviations in sample size occur, making the median sample size
the most indicative of recruitment practices. We performed a Pearson’s
Chi-squared test to assess the relationship between publication venue
and participant role. The relation between these variables was signif-
icant (𝜒2(3, 283) = 24.40, p < 0.01). Posthoc tests (using Bonferroni
orrection) highlight a significantly lower number of FAccT studies
nvolving members of the general public (p = 0.02) as compared to

the analysed CHI papers, and a significantly higher number of FAccT
studies involving HCI/ML practitioners as compared to the analysed
CHI studies.

Further, we explored the distribution of participant roles across
the different primary research methods as introduced in Section 4.1.
Whereas the general public is responsible for most participation in
lab studies, domain experts play an equally big role in field studies.
Interview studies are split between participants recruited from the
general public, domain experts, and HCI/ML practitioners. HCI and
ML practitioners played a minor role in lab, remote, and workshop-
based studies, but were not represented in field studies. Unsurprisingly,
crowdworkers are found only in remote studies. We visualise this
distribution of participant roles across research methods in Fig. 3.
7

t

4.2.1. Demographic variables
Next, we present our analysis of the demographic variables as

reported by the studies’ authors. Specifically, we assess the reporting on
participants’ gender, age, race, and education — four commonly used
demographic variables.

Our results show that the aforementioned demographic variables
are often not reported. While the majority of studies report information
on their participants’ gender (64.0%), details regarding age (49.8%),
education (24.4%), and race (12.4%) were often unreported. We con-
ducted four separate Pearson’s Chi-squared tests to examine the relation
between publication venue and the reporting of these four demographic
variables. Our results show a significant relation between publication
venue and the reporting of both gender (𝜒2(1, 283) = 13.43, p < 0.001)
and age (𝜒2(1, 283) = 9.21, p = 0.002), with posthoc tests (using
Bonferroni correction) highlighting a significantly higher number of
reporting of gender and age demographics in CHI as compared to FAccT
(respectively 68.8% vs. 39.1% for gender and 54.0% vs. 28.3% for age).

4.3. Geographical location

Finally, we assessed the geographic location of both study par-
ticipants and authors within the identified study sample. First, we
investigated the location from which participants were recruited. We
note that recruitment location is not necessarily the participants’ na-
tionality, but rather their geographical location at the time of the study.
If the authors did not specify the location of their participants but
noted that participants were recruited at the local university campus,
we deduce participants’ country from the location of the authors’
institution. If a small minority of the population is from a second
country (e.g., Uhde et al. report 3 Austrian participants and 48 German
articipants (Uhde et al., 2020)), we classified the sample population
s per the overwhelming majority’s location. If there are one or more
izeable minorities, we report this as ‘multiple countries’. Participants
ere recruited primarily from the United States (N = 95), with Ger-
any (N = 11) and the United Kingdom (N = 9) following by a large

ap. A total of 30 studies recruited participants from multiple countries.
or a total of 102 studies (36%) we could not identify the participants’
ocation.

We visualise the recruitment of participants in relation to the loca-
ion of the first author’s institution in Fig. 4. To ensure the legibility
f the figure, we group countries with fewer than five studies in the

Other countries’ category. The majority of studies recruit participants
ithin the same country as the first author (75.1% of the studies for
hich information on participant location is available).

We next assess the degree of cross-country collaboration in the
nalysed corpus by analysing each paper’s author information. Here,
e classify an author team as cross-country if at least one of the authors

s from an institution residing in a different country. Of the 283 studies,
3 studies (29.3%) originate from a cross-country authorship team. A
earson’s Chi-squared test to examine the relation between publication
enue and cross-country authorship was significant (𝜒2(1, 283) = 6.15,
= 0.01), with a posthoc test (using Bonferroni correction) highlighting

a significantly higher number of cross-country collaborative studies in
the FAccT conference as compared to CHI (p < 0.05); 26.2% at CHI and
45.7% at FAccT. We further find that cross-country author teams were
more likely to recruit their participant sample from multiple countries
(13.2% for single-country author teams as compared to 25.0% for cross-
country author teams). However, a Pearson’s Chi-squared test was not
significant (𝜒2(1, 181) = 2.94, p = 0.09)—possibly due to the relatively
ow power due to few cross-country studies with participant recruited
rom multiple countries.

Finally, to assess whether the identified bias of participant location
s due to differences in methods used, we evaluate the distribution of
esearch methods between countries. We provide a visual overview of

he distribution of primary research methods per country in Fig. 5.
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Fig. 3. Overview of participant roles across the identified methods.
Fig. 4. Relationship between country of first author and country in which participants are recruited.
Fig. 5. Distribution of research methods employed, as grouped by the first author’s country.
Again, we base our assessment on the location of the first author’s insti-
tution. While the sample size is relatively small for some countries, this
overview highlights the general diversity of methods applied by HCI
researchers across the countries included in our sample. Furthermore,
we show that the high number of US-only participant studies is not due
to a more significant focus on lab studies in the US. On the contrary,
8

authors from the US have a larger focus on remote studies and relatively
few lab studies compared to the samples from other countries. We note
that the six remote studies attributed to Israel originate from one paper.

5. Discussion

Our analysis highlights the growing interest in the study of al-
gorithmic fairness. As can be seen in Fig. 1, the number of papers

on this topic within both CHI and FAccT is rapidly growing and can
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be expected to be part of the research agenda for the foreseeable
future. This increased interest is in line with earlier calls from the HCI
community. For example, Abdul et al. state that ‘‘the time is ripe for the
HCI community to ensure that the powerful new autonomous systems have
intelligible interfaces built-in’’ (Abdul et al., 2018, p. 1), and Holstein
t al. point to the ‘‘critical opportunities for the ML and HCI research
ommunities to play more active, collaborative roles in mitigating unfairness
n real-world ML systems’’ (Holstein et al., 2019, p. 12). Through an
nalysis of 200 papers on algorithmic fairness, we uncover common
ractices in how CHI and FAccT authors have studied perceptions
f algorithmic fairness. Summarising the main takeaways across 283
tudies, we find that most studies are cross-sectional (i.e., measurement
t a single point and short in duration). Regarding participant roles,
e see that the CHI community recruits participants among domain ex-
erts/stakeholders, the general public, and crowdworkers roughly at an
qual rate, but surprisingly has a minor focus on HCI/ML practitioners.
he FAccT community, on the other hand, sees an under-representation
f members of the general public in the analysed studies. We further
ind that US participants are disproportionately represented. Finally, we
dentified differences in the use of methods between countries, with
S researchers more commonly carrying out remote studies than lab

tudies in comparison with other countries. Finally, we discuss the
mplications of our results in more detail below.

We note that critical information on the participant sample was
requently missing in the studies analysed. In 102 studies (36.0%),
he location of participants was not explicitly stated and could not be
eliably deduced from the authors’ descriptions. Knowing the location
f participants is critical, as geographical differences can significantly
mpact perspectives on expected algorithmic behaviour. For example,
wad et al.’s ‘Moral Machine’ experiment, which collected data across
33 countries and territories, found distinct differences in participants’
oral viewpoints in relation to autonomous vehicles (Awad et al.,
018). Their results point to three distinct ‘moral clusters’ in their
ataset, which align both with the geographical and cultural proximity
f the participants’ countries. For 108 studies (38.2%), information
n participants’ compensation was missing. The lack of information
n participant compensation was particularly widespread among the
nalysed FAccT studies (47.8%, as compared to 35.4% at CHI). Previous
ork has studied the effect of compensation on participant data quality
cross a variety of studies (Stone et al., 1991; Musthag et al., 2011;
iseman et al., 2017), as well as discussed the ethical considerations

f sufficient participant compensation (Williamson, 2016). To interpret
he results of a study correctly, as well as to support any future
replication) studies, details on participants’ location and compensation
re critical. In addition, we find that demographic details of participant
amples are often not reported, as assessed in terms of participants’ gen-
er (64.0%), age (49.8%), education (24.4%), and race (12.4%). This
s despite our lenient classification, in which we considered statements
s ‘‘a majority of participants [...]’’ as sufficient information to assess a
emographic variable reported.

How might the way in which researchers study algorithmic fairness
ffect algorithmic fairness outcomes? While it is outside of this paper’s
cope to offer quantifiable evidence of differences between studied and
nstudied/understudied populations, e.g. different geographical loca-
ions or population samples, our analysis reveals concrete gaps in our
ommunity’s study of algorithmic fairness. These gaps are most visible
n a map in terms of geographical coverage, highlighted by the largely
ross-sectional design of studies, and further amplified by a limited
eporting on study sample details. Prior work analysing governmental
I policy points to distinct geographical differences in government
onsiderations on dealing with fairness, ethics, and legislation of algo-
ithmic technologies (Dexe and Franke, 2020; van Berkel et al., 2020).
ational governments point to pre-existing cultural conditions in shap-

ng their AI strategy. For example, the Norwegian National Strategy
or Artificial Intelligence states: ‘‘Norwegian society is characterised by
9

rust and respect for fundamental values such as human rights and privacy. c
his is something we perhaps take for granted in Norway, but leading the
ay in developing human-friendly and trustworthy artificial intelligence
ay prove a key advantage in today’s global competition (Norwegian
inistry of Local Government and Modernisation, 2019). Similarly, a

ecent report on the American AI initiative describes that; ‘‘Continued
American leadership in AI is of paramount importance to maintaining the
economic and national security of the United States and to shaping the global
evolution of AI in a manner consistent with our Nation’s values, policies, and
priorities.’’ (The White House - Office of Science and Technology Policy,
2020). In the following sections, we highlight how gaps in geographical
coverage may limit the scope of algorithmic fairness research through
a discussion of prior studies both within and outside of HCI.

5.1. Longitudinal and in situ versus cross-sectional and in vitro

The overwhelming majority of studies (91.9%) in our sample are
cross-sectional studies, in which participants are interviewed, observed,
or asked to perform a task for a short period (ranging from a few
minutes to a couple of hours). These studies mostly take place ex situ.

he HCI community has debated the benefit of in situ (also referred
o as ‘in the wild’) studies in contrast to the additional effort and
osts typically required in longitudinal in situ study design—typically
ocusing on usability studies (Kjeldskov et al., 2004; Nielsen et al.,
006; Rogers et al., 2007; Kjeldskov and Skov, 2014). Discussing the
volution of lab-based and field-based evaluations between 2004 and
014, Kjeldskov & Skov conclude that ‘‘mobile HCI research should move
eyond focus on usability and usability evaluation, [...] we should embrace
ield studies that are truly wild and longitudinal in nature in order to fully
xperience and explore real world use.’’ (Kjeldskov and Skov, 2014, p. 50).
ased on our evaluation, such a methodological shift has not taken
lace within studies focused on algorithmic fairness.

Is the lack of longitudinal in situ studies in relation to algorithmic
airness critical? Prior work in Moral Psychology discusses the ‘fun-
amental attribution error’, which Harman describes as ‘‘the error of

gnoring situational factors and overconfidently assuming that distinctive
ehaviour or patterns of behaviour are due to an agent’s distinctive character
raits’’ (Harman, 1999, p. 1). Several studies have highlighted how ‘sit-
ational traits’ (or contextual factors) such as time pressure (Darley and
atson, 1973) or the presence of others (van IJzendoorn et al., 2010)

mpact participants’ (moral) behaviour. Therefore, capturing the effect
f contextual factors is vital to understand how and when people’s
onsideration of algorithmic fairness changes (van Berkel et al., 2022).
his requires a more significant emphasis on in situ studies within the
omain of Human-AI interaction.

In interpreting our observations, it is worth contrasting our findings
o earlier work assessing established research methods and practices.
aine presents an overview of the ‘local standards for sample size
t CHI’ by analysing participant samples from the CHI 2014 confer-
nce (Caine, 2016), and Koeman examined methodological decisions
f the CHI 2020 proceedings (Koeman, 2020). Caine’s and Koeman’s
nalyses focus on an individual proceeding of CHI, as opposed to
topic-specific analysis as presented in our paper. Their analyses,

herefore, provide a good overview of research practices across a wide
ange of study goals. Koeman, in her analysis of CHI 2020 papers, found
hat ‘‘Over 85% of studies studied participants for a day or less.’’ (Koeman,
020, p. 1). Our results indicate a similar distribution, with over
0% of studies lasting less than one day. Caine’s categorisation of
ethodologies is different from ours. Therefore, we classify Caine’s

diary study’, ‘experience sampling’, and ‘field study’ as ‘field study’ to
llow a direct comparison with our categorisation (Caine, 2016). Using
he aforementioned categorisation, Caine reports 6.4% of analysed
tudies to be field studies, similar to the 8.1% of studies categorised
s field studies in our sample. We can therefore conclude that although
tudies on algorithmic fairness are rarely longitudinal and in situ, this
attern is largely in line with other research published at CHI. While

ritique on the lack of longitudinal studies in HCI is not new, see
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e.g. Lazar et al.’s ‘Research Methods in HCI’ (Lazar et al., 2017), a
direct consequence of the lack of longitudinal studies is that the effect
of contextual factors on fairness perceptions, deemed as important in
the aforementioned Psychology literature (Darley and Batson, 1973;
Harman, 1999; van IJzendoorn et al., 2010), cannot be systematically
captured and evaluated.

5.2. Geographical diversity

Of the 283 studies, we could deduce participants’ location for less
than two-thirds of the sample (180 studies). Of these, 97 study samples
(53.9%) consist solely of US-based participants. What is the role of
geographical location in the study of algorithmic fairness? Comparing
the analysed studies suggests significant value in regional diversity
in data collection. For example, Ahmed et al. analysed the use of an
Indian ride-sharing application (Ola) (Ahmed et al., 2016), whereas Ma
et al. and Lee et al. analysed the position of drivers in the USA ride-
sharing economy (Uber/Lyft) (Ma et al., 2018; Lee et al., 2015). While
all three papers investigate the driver’s role in ride-hailing services,
these works identify perspectives unique to their locale. Ahmed et al.
point out that many Indian drivers did not have prior access to a
smartphone or the internet, combine digital with traditional customer
engagement methods, and experience uncertainty as to how the drivers’
rating is calculated. The USA observations from Ma et al. and Lee et al.
highlight distinctly different aspects, including a mismatch between the
driver’s desire for autonomy and the substantial control of the ride-
hailing companies towards the drivers, as well as a critique on specific
functionalities (e.g., UberPool, surge pricing). Similarities between the
study samples include tight financial circumstances, which influence
the drivers’ behaviour and mistrust towards the algorithmic calculation
of drivers’ ratings. In another example found in our literature review,
Liebling et al. studied the needs of three different populations (trav-
ellers based in the USA, migrant workers based in India, and immigrant
populations in the USA) (Liebling et al., 2020). Their results highlight
that current translation applications do not meet the needs of migrants,
who they identified as the population with the highest translation
needs, and point to the need for better support for low literacy users
and broader dialect and accent support.

These examples highlight the value of geographically diverse partic-
ipant samples, both at the level of an individual research paper and the
broader research community. Some prior work in HCI and CSCW has
made an effort to study technology use across cultures, often resulting
in novel findings that cannot be identified by focusing on a culturally
uniform participant sample (see e.g., Gao et al. (2017) and Baughan
et al. (2021)). An illustrative example of this is the work by Gao et al.
which studied affective grounding in the context of instant messaging
through a study which involved both Chinese and US participants (Gao
et al., 2017). Participants collaborated in pairs formed either by two
people from the same country or two people from different countries.
The findings from Gao et al.’s study highlight not only how cultural
differences may make communication difficult (issues surrounding task
approach or fluency), but also provide concrete recommendations for
developing communication tools to promote collaboration between
cultures (Gao et al., 2017).

A limited number of empirical studies have investigated regional
differences concerning algorithmic fairness. Awad et al.’s ‘Moral Ma-
chine experiment’ is perhaps the most widely known example, in
which participants indicated their preferred outcome between two
scenarios depicting a (fatal) traffic accident involving an automated
vehicle (Awad et al., 2018). Each set of scenarios shows a directly
comparable setting. For example, a vehicle with three passengers that
will hit a woman with a stroller as compared to a vehicle with three
passengers that will hit a roadblock (and thereby avoid hitting the
woman with a stroller). Their results highlight significant differences
in the preferred behaviour of the vehicle between geographical and
10

cultural clusters. Awad et al. identify a Western, Eastern, and Southern
cluster, with additional sub-clusters within the three main clusters
(e.g., Commonwealth and Scandinavian countries) (Awad et al., 2018).
Simultaneously, this study, as well as similar studies that provide
a utilitarian moral reasoning perspective on autonomous car acci-
dents, are critiqued due to their narrow scope in assessing ethical
issues (JafariNaimi, 2018).

JafariNaimi describes that the presented case of the trolley problem
(as used by Awad et al. (2018)) is that of ‘quandary ethics’, in which
the parameters of a dilemma are predefined and fixed and choices are
unambiguous (crash car into 𝑋 or 𝑌 ) (JafariNaimi, 2018). JafariNaimi
argues that the case of autonomous driving accidents is not as simplistic
as presented in these studies due to an inevitable level of uncertainty
and fluidity in real-world contexts, the current framing of autonomous
cars as part of an infrastructure designed around cars (not limited to
physical infrastructure, but also e.g. legal infrastructure), and the lack
of a long-term perspective on the effect of autonomous vehicles on
our society (JafariNaimi, 2018). This critique by JafariNaimi provides
a highly relevant and detailed outline of how algorithmic fairness
extends beyond one specific decision, and instead is often part of a
larger and more complex discussion. While quandary ethics are easily
captured in logic decision making (if–then), it is critical for the larger
HCI community to position the discussion of algorithmic fairness also in
a larger context to consider the impacts of algorithmic decision making
on all stakeholders.

5.2.1. Postcolonial computing
Our analysis highlights a lack of geographical diversity in par-

ticipant samples, with 53.9% of identifiable participants located in
the US. This is similar to Linxen et al.’s analysis of CHI participant
samples between 2016 and 2020, in which 54.8% of participants are
US-based (Linxen et al., 2021). The imbalance towards US participants
also serves as a warning for the continued relevance of contemporary
fairness research for a global audience. For example, our sample con-
tains only two studies with participants from South America and none
from Africa. Further, the studies poorly represent specific distinctive
geographic and cultural clusters (e.g. Latin Europe, Nordic Europe, East-
ern Europe, Middle East). This essentially excludes the perspective of
individuals in these regions toward the development of fair algorithmic
systems. Previous work has warned that the dominance of large USA
technology companies could lead to ‘digital colonialism’ (Kwet, 2019),
in which citizens in the Global South face ‘‘Big Tech corporations [that]
control computer-mediated experiences, giving them direct power over polit-
ical, economic, and cultural domains of life’’ (Kwet, 2019, p. 1). Within
HCI, Irani et al. have described postcolonial studies as investigating ‘‘the
historical transformation of conditions of cultural encounter ’’ (Irani et al.,
2010, p. 1311), highlighting how contemporary cultural encounters
are shaped by ‘‘the history of global dynamics of power, wealth, economic
strength, and political influence’’ (Irani et al., 2010, p. 1311).

Although the lack of geographical diversity of participants can be
largely explained by the dominance of US authors (see Fig. 4), prior
work highlights how such an in-balance can reinforce the notion of
a dominant US viewpoint in which we perceive the US, and to a
lesser degree, other Western viewpoints, as the default and position
the perspective of other localities as ‘Other’ and in contrast to Western
viewpoints. This notion is backed up by Kou et al.’s analysis of the
description of study locations in CHI papers (Kou et al., 2018). Their
analysis compared the mention of countries in the titles and text
between studies conducted in Western and non-Western countries, and
found that the papers describing studies conducted in non-Western
countries were more likely to mention the country in the paper’s title
and text (Kou et al., 2018). Within the context of algorithmic fairness
perceptions, Sambasivan et al. highlight how the current practice and
study of fairness is heavily West-centric (Sambasivan et al., 2021a).
The authors warn that ‘‘western AI fairness is becoming a universal ethical
framework for AI ’’(Sambasivan et al., 2021a, p. 315), underlining the

need for the recruitment of study participants outside the US.
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While our analysis on participant locality was limited to a country-
level analysis, we stress that studies conducted within one country,
such as the US, can cover vastly different contexts, populations, and
cultures. A recent example of this is found in work by Lee and Rich,
who found that the mistrust among Black Americans in the US medical
system also affects trust in medical AI systems (Lee and Rich, 2021).
Lee and Rich stress the importance of assessing differences between
social groups. Furthermore, Irani et al. in their CHI 2010 article on
postcolonial computing, already highlighted the challenges that may
arise in categorising and generalising culture across the existing scale
of nation-states (Irani et al., 2010). For example, individuals with
a migration history might uphold cultural values and norms from
their current country and homeland. Similar to this limitation of our
analysis at the country-level, the binary division into WEIRD and non-
WEIRD societies is also highly restrictive as it overlooks between and
within-country differences.

5.3. Contrasting CHI and FAccT

Our analysis includes a comparison between one of the largest
HCI venues (CHI) and a growing community of researchers dealing
explicitly with algorithmic fairness (FAccT). We next summarise the
lessons learned for HCI researchers following this comparison. The
most striking difference between analysed CHI and FAccT papers is
the fact that almost double as many FAccT papers consist of a cross-
country authorship team as compared to the assessed CHI papers.
Our results show that cross-country authorship teams are twice as
likely to have a participant sample from multiple countries. As such,
HCI researchers should consider the implications of the overwhelming
majority of studies being limited to individual countries. Cross-country
collaborations could support the validation and further generalisation
of empirical study results by recruiting participants across geograph-
ical and cultural borders. Such efforts could furthermore address the
continued ‘WEIRDness’ of HCI research (Linxen et al., 2021).

We also identified several study-related aspects where the CHI com-
munity highlights higher diversity and compliance to methodological
recommendations than the FAccT community. For example, using a
mixed-method analysis approach was relatively rare in our sample of
FAccT papers compared to the sample of CHI papers. This highlights a
potential strength of HCI research, as a mixed method analysis can miti-
gate some of the limitations of an exclusively qualitative or quantitative
analysis. Further, while both studied venues often lacked information
regarding participant compensation and participant demographics, CHI
papers more often provided this information than FAccT papers.

5.4. Recommendations for research on algorithmic fairness

Caine concluded, in analysing the CHI practices surrounding par-
ticipant sample size, that ‘‘an understanding of community practice can
omplement existing methods of sample size determination’’ (Caine, 2016,

p. 988). Similarly, understanding community practice can highlight
shortcomings and areas for improvement in how a community conducts
research. Surprisingly, our analysis highlights that participant details
were frequently missing from the analysed studies. Details on the
country where participants were recruited were missing in 36.0% of
cases, and details on participant compensation in 38.2% of studies.
These lacking details hamper researchers’ ability to compare study
results or replicate prior work. It is therefore critical for researchers to
report details on recruitment strategy, including compensation and re-
cruitment source (e.g., students, crowdworkers), as well as demographic
factors of the participant sample (e.g., location, age distribution). Prior

ork has highlighted the potential impact of location on fairness per-
eptions (Awad et al., 2018). Compensation strategy was also found to
nfluence study results (Musthag et al., 2011; Wiseman et al., 2017).
s such, these parameters are essential to report in the context of
tudies on algorithmic fairness. We refer the interested reader to a
11
recent review of compensation practices in the HCI community (Pater
et al., 2021).

Recommendation 1. Report details on the locality and compensa-
tion of study participants.

Basic demographic variables such as age and gender of participants
were missing in respectively 50.2% and 36.0% of studies. The demo-
graphics of a study’s population are valuable in identifying relations
between demographic variables and the studied phenomena and un-
derstanding the limitations of the applicability of a study’s findings. For
example, the effect of gender on algorithmic fairness perceptions is still
uncertain, with some studies identifying little to no impact (Grgić-Hlača
et al., 2020) and others finding gender differences in beliefs about
algorithmic fairness (Pierson, 2017). We do, however, not believe that
all demographic variables are equally valuable to collect and report
for each study. For example, the collection and reporting of race are
highly complex (Hanna et al., 2020), and education classification varies
significantly between countries. The relevance of given demographic
variables must therefore be determined on an individual study basis.

Recommendation 2. Collect and report demographic variables that
are of relevance to the study outcome.

As highlighted by Linxen et al. the fact that 73% of recent CHI
study findings are based on Western participant samples is primarily
due to the predominance of Western authorship (Linxen et al., 2021).
As further validated across our study sample, most HCI studies recruit
participant samples locally (Fig. 4). To change this practice of mostly
local recruitment would raise a myriad of ethical (see e.g. the discus-
sion on the history of anthropology (Brightman and Grotti, 2020)),
financial (e.g., demands by funding agencies), ecological (e.g., inter-
national travel), and practical concerns, and would set to disconnect
researchers from their local communities. We, therefore, do not advo-
cate for researchers to drop their current practice of local participant
recruitment. Instead, reflecting on the obtained results concerning the
studied participant population can enhance study results, including the
study’s applicability to other settings.

While it is not uncommon for papers’ limitation sections to highlight
that results are unlikely to extrapolate to other user groups, a deeper
level of engagement with the specifics of the study sample can result in
a richer understanding of algorithmic fairness perceptions. An example
of this can be found in work by Holstein et al. which highlights that
local US regulations prohibit access to sensitive demographic data often
proposed in fair ML auditing methods (Holstein et al., 2019). Similarly,
Sambasivan et al.’s cross-country analysis finds that the price sensitivity
and recentness of AI technology in new markets may increase the
predominance of issues with data quality (Sambasivan et al., 2021b).
The fact that one-third of the identified papers do not indicate the
geographical location of their participants highlights that there is room
for improvement in this area.

Recommendation 3. Reflect on the implications of the participant
sample on study findings related to algorithmic fairness. Avoid
assumptions of US/Western countries as the ‘default’ context.

For the large majority of remote studies, participants were recruited
from crowdsourcing platforms (Fig. 3). Whereas researchers from the
US rely more heavily on remote studies than their peers (Fig. 5), this
has not resulted in significant recruitment of participants from outside
of the US or across multiple countries (see Fig. 4). In multiple studies
we came across (US) authors arguing for a geographical limitation
of their crowdsourcing sample to the US only to ensure sufficient
English language understanding. Given the widespread understanding
of the English language, including both native and non-native speakers,
alternative recruitment filters to assess participants’ language skills can
increase the geographical diversity of remote study participants.

Recommendation 4. Motivate or eliminate country-level restric-
tions in crowdsourced participant recruitment to obtain a more
globally diverse participant sample.
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Our analysis shows that only 23 of the analysed papers collect data
from more than one country. As a consequence of this and the generally
low numbers of replication studies (Hornbæk et al., 2014; Echtler
and Häußler, 2018), we are mostly unaware of whether the identified
findings hold in other countries. This is often a highly burdensome or
even impossible task for individual research groups, with the afore-
mentioned work from Awad et al. as a rare example of cross-country
insight on algorithmic fairness perceptions (Awad et al., 2018). As such,
there is a need for HCI researchers to develop collaborative methods
and practices which enable cross-country comparisons of algorithmic
fairness perceptions. Our results indicate that studies with a cross-
country author team more often included participants from multiple
countries (25.0%) than author teams originating from a single country
(13.2%).

A successful example of large-scale collaboration within Psychology
is the Psychological Science Accelerator (PSA). PSA is a ‘distributed
laboratory network’ with over 500 globally distributed psychologi-
cal science laboratories working in collaboration, with one of the
aims being to recruit culturally and geographically diverse study sam-
ples (Moshontz et al., 2018). No efforts of this scale currently exist
within HCI. While required coordination efforts are colossal, study
results could reach a more globally diverse participant sample than
studies currently found in HCI. Such a process is, naturally, a long-
term community effort of which the specifics go beyond the scope of
this paper. The possibility of such a shared research effort could be
discussed at a future workshop or similar venue. Within the relatively
novel research domain of algorithmic fairness, such a study could, for
example, assess the degree to which earlier attempts at quantifying
fairness perceptions replicate.

Recommendation 5. Promote cross-country collaboration in order
to reach more geographically diverse study samples.

Finally, our sample highlights a lack of longitudinal studies, which
inhibits our ability to assess the effect of contextual factors on algorith-
mic fairness perceptions (van Berkel et al., 2022). Within Psychology,
contextual factors of e.g. time and social company have been shown
to affect our moral judgement. For example, Kouchaki & Smith found
that participants were less likely to lie or cheat in completing prescribed
tasks in the morning than in the afternoon (Kouchaki and Smith, 2014).
Yudkin et al. studied the effect of social presence on the importance
afforded to various moral values through a longitudinal experience-
sampling study (Yudkin et al., 2019). Participant labelled data on their
current social company highlighted that people rate moral values as
more important when in the presence of others with whom they have a
close connection. While the current lack of longitudinal studies makes it
impossible to assess the impact of these findings on algorithmic fairness
perceptions, they are a worthwhile and relevant avenue for further
exploration. An example of a field study in our sample is the work
by Wu and Munteanu (2018). Their paper presents a study on user
acceptance of a wearable device for fall risk assessments. The authors
conclude that offering participants contextual data on their fall risk
estimation increased end-user acceptance and perceived usefulness of
the technology, highlighting the impact of context on user perceptions.

Recommendation 6: Followup cross-sectional lab studies with lon-
gitudinal field studies to investigate the impact of context on
participants’ fairness perceptions.

5.5. Limitations

We recognise a number of limitations in our work. First, as in any
literature review, the identified papers are the direct result of our
search criteria. Our search terms, ‘fairness’, ‘equity’, ‘trust’, or ‘equality’
– AND – ‘artificial intelligence’ or ‘algorithm’, were selected to include
a wide range of papers, resulting in a total of 1260 papers from which
we manually identified 200 relevant papers. Second, we limited our
12

review to papers published at the CHI and FAccT conferences. While
the inclusion of more specialised and distinct conferences, such as
e.g. AutoUI or CSCW, would allow for a broader representation of
HCI research, this increases the risk of biasing our results towards a
sub-domain of HCI. Third, and in line with our scope of publication
venues, we analysed methodological aspects without considering the
domain where the studies took place (e.g., healthcare, transportation).
An analysis of (fairness) perceptions of AI in specific domains would
be a valuable avenue for future work. Finally, we stress that the
location information reported in a paper does not represent the cultural
background of the study’s participants or its authors.

To support extensions and replications of our work, we provide a
.CSV file containing the extracted parameters from the 200 papers in
our corpus: https://osf.io/7dfz5/.

6. Conclusion

This paper provides an analysis of the methodological considera-
tions of 213 studies on the topic of algorithmic fairness. Given the
growing interest in this domain, as seen both within the CHI and FAccT
communities (see Fig. 1), a better understanding of how we study
this critical area is highly important. Such an understanding provides
newcomers to the field an opportunity to better grasp the different
perspectives on this interdisciplinary domain, but most importantly
allows for inner reflection within our community. Our analysis revealed
several ‘blind spots’ in contemporary work on algorithmic fairness,
including a lack of geographical diversity, few longitudinal studies,
and the under-reporting of essential study information. While the re-
cruitment of a more geographically diverse study sample, as well as an
increased focus on longitudinal investigations, will undoubtedly require
a significant effort, such work is necessary to strengthen our commu-
nity’s contribution to the global deployment of fair and human-centred
algorithmic systems.
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Table 3
Overview of the study’s characteristics as collected in the review.
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CHI Maulsby et al. (1993) 1993 • 1 • 8 • CAN •
CHI King and Ohya (1996) 1996 • 1 • 18 • • USA •
CHI Cosley et al. (2003) 2003 • 1 • 536 • USA
CHI Lee et al. (2004) 2004 • 1 • 40 • USA • • USA
CHI Lee et al. (2004) 2004 • 1 • 20 • USA • • USA
CHI Tullio et al. (2007) 2007 • 42 • 13 • USA USA
CHI Lim et al. (2009) 2009 • 1 • 53 • • • • USA
CHI Lim et al. (2009) 2009 • 1 • 158 • • • • USA
CHI Bateman et al. (2011) 2011 • 1 • 24 • CAN • • CAN
CHI Yamamoto and Tanaka (2011) 2011 • 1 • 960 • • • JPN
CHI Yamamoto and Tanaka (2011) 2011 • 1 • 10 • JPN JPN
CHI Solomon (2014) 2014 • 1 • 99 • • • USA
CHI Eslami et al. (2015) 2015 • 1 • 40 • USA • • • USA
CHI Lee et al. (2015) 2015 • 1 • 33 • USA • • USA
CHI Loepp et al. (2015) 2015 • 1 • 33 • • • DEU
CHI Rader and Gray (2015) 2015 • 1 • 464 • USA • • • USA
CHI Warshaw et al. (2015) 2015 • 1 • 18 • USA • • USA •
CHI Ahmed et al. (2016) 2016 • 14 • 66 • IND • • • USA •
CHI Ashktorab and Vitak (2016) 2016 • 5 • 21 • USA • • • USA •
CHI Depping et al. (2016) 2016 • 1 • 42 • CAN
CHI Kizilcec (2016) 2016 • 1 • 103 • • • USA
CHI Luger and Sellen (2016) 2016 • 1 • 14 • GBR • • GBR
CHI Verame et al. (2016) 2016 • 1 • 60 • GBR • • • GBR
CHI Yang et al. (2016) 2016 • 13 • 24 • USA USA
CHI Colley et al. (2017) 2017 • 1 • 375 • Mult • • FIN •
CHI Jahanbakhsh et al. (2017) 2017 • 1 • 277 • USA • • USA
CHI Jahanbakhsh et al. (2017) 2017 • 1 • 13 • USA USA
CHI Lee et al. (2017) 2017 • 1 • 31 • USA • • • USA
CHI MacLeod et al. (2017) 2017 • 1 • 6 • • • USA
CHI MacLeod et al. (2017) 2017 • 1 • 100 • USA • • • USA
CHI Moritz et al. (2017) 2017 • 1 • 5 • USA
CHI Moritz et al. (2017) 2017 • 1 • 3 • USA
CHI Ur et al. (2017) 2017 • 1 • 4509 • USA • • USA
CHI Alvarado and Waern (2018) 2018 • 1 • 11 • CRI •
CHI Alvarado and Waern (2018) 2018 • 1 • 8 • CRI •
CHI Binns et al. (2018) 2018 • 1 • 19 • GBR • • • GBR
CHI Binns et al. (2018) 2018 • 1 • 325 • GBR • • • GBR
CHI Binns et al. (2018) 2018 • 1 • 65 • GBR • • • GBR
CHI Dolin et al. (2018) 2018 • 1 • 306 • • • • USA
CHI Dolin et al. (2018) 2018 • 1 • 237 • • • • USA
CHI Eslami et al. (2018) 2018 • 1 • 32 • USA • • • USA
CHI Flintham et al. (2018) 2018 • 1 • 309 • GBR • • • GBR
CHI Flintham et al. (2018) 2018 • 1 • 9 • GBR • • • GBR
CHI Hamidi et al. (2018) 2018 • 1 • 13 • • • USA
CHI Hu et al. (2018) 2018 • 1 • 604 • USA
CHI Le Bras et al. (2018) 2018 • 1 • 10 • GBR • GBR
CHI Liao et al. (2018) 2018 • 38.5 • 337 • USA USA •
CHI Marathe and Toyama (2018) 2018 • 1 • 5 • USA USA
CHI Marathe and Toyama (2018) 2018 • 1 • 10 • USA USA
CHI Rader et al. (2018) 2018 • 1 • 681 • USA • • USA
CHI Skirpan et al. (2018) 2018 • 1 • 175 • • • • USA
CHI Swearngin et al. (2018) 2018 • 1 • 16 • • • USA
CHI Vaccaro et al. (2018) 2018 • 1 • 32 • USA • • USA
CHI Vaccaro et al. (2018) 2018 • 1 • 106 • USA • • USA
CHI Veale et al. (2018) 2018 • 1 • 27 • Mult GBR
CHI Verma and Dombrowski (2018) 2018 • 1 • 16 • USA USA
CHI Woodruff et al. (2018) 2018 • 1 • 44 • USA • USA
CHI Wu and Munteanu (2018) 2018 • 1 • 5 • CAN • • CAN
CHI Wu and Munteanu (2018) 2018 • 7.5 • 4 • CAN • • CAN
CHI Xu et al. (2018) 2018 • 1 • 18 • • • CHN •
CHI Amershi et al. (2019) 2019 • 1 • 49 • Mult • • USA
CHI Amershi et al. (2019) 2019 • 1 • 11 • Mult • USA
CHI Ashktorab et al. (2019) 2019 • 1 • 203 • Mult • • • USA •
CHI Barbosa and Chen (2019) 2019 • 1 • 1919 • Mult • • USA
CHI Braun et al. (2019) 2019 • 1 • 55 • DEU • • DEU •
CHI Brown et al. (2019) 2019 • 1 • 83 • USA NZL •
CHI Cheng et al. (2019) 2019 • 1 • 199 • USA USA

(continued on next page)
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Table 3 (continued).
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CHI Ding et al. (2019) 2019 • 21 • 10 • CHN • • CHN •
CHI Eslami et al. (2019) 2019 • 1 • 15 • USA • • • • USA
CHI Holstein et al. (2019) 2019 • 1 • 35 • USA
CHI Holstein et al. (2019) 2019 • 1 • 267 • USA
CHI Jakesch et al. (2019) 2019 • 1 • 389 • USA • • USA
CHI Jakesch et al. (2019) 2019 • 1 • 196 • USA • • USA
CHI Jakesch et al. (2019) 2019 • 1 • 208 • USA • • USA
CHI Kittley-Davies et al. (2019) 2019 • 1 • 40 • GBR • • GBR
CHI Koch et al. (2019) 2019 • 1 • 16 • FIN • • • FIN
CHI Kocielnik et al. (2019) 2019 • 1 • 116 • USA USA
CHI Kocielnik et al. (2019) 2019 • 1 • 325 • USA USA
CHI Kuhlman et al. (2019) 2019 • 1 • 144 • USA
CHI Kunkel et al. (2019) 2019 • 14 • 93 • • • DEU
CHI McCormack et al. (2019) 2019 • 1 • 7 • • • AUS •
CHI Roy et al. (2019) 2019 • 1 • 781 • • • CAN
CHI Schneider et al. (2019) 2019 • 28 • 9 • DEU • DEU
CHI Sun et al. (2019) 2019 • 1 • 32 • USA • • USA
CHI Sundar and Kim (2019) 2019 • 1 • 157 • USA • • • • USA
CHI Wang et al. (2019b) 2019 • 1 • 14 • SGP • SGP •
CHI Wang et al. (2019a) 2019 • 1 • 6 • CHN •
CHI Wang et al. (2019a) 2019 • 1 • 2 • CHN •
CHI Wang et al. (2019a) 2019 • 1 • 13 • • • • CHN •
CHI Yin et al. (2019) 2019 • 1 • 1994 • USA USA
CHI Yin et al. (2019) 2019 • 1 • 757 • USA USA
CHI Yin et al. (2019) 2019 • 1 • 1042 • USA USA
FAccT Passi and Barocas (2019) 2019 • 180 • ? • USA USA
FAccT Green and Chen (2019) 2019 • 1 • 554 • USA • • • • USA
FAccT Lai and Tan (2019) 2019 • 1 • 480 • USA USA
CHI Andalibi and Buss (2020) 2020 • 1 • 13 • USA • • • USA
CHI Beede et al. (2020) 2020 • 3 • 13 • THA • USA •
CHI Chin et al. (2020) 2020 • 1 • 37 • • • KOR
CHI Chin et al. (2020) 2020 • 1 • 94 • • • • KOR
CHI Cryan et al. (2020) 2020 • 1 • 1097 • USA • USA
CHI Cryan et al. (2020) 2020 • 1 • 203 • USA • USA
CHI Diana et al. (2020) 2020 • 1 • 60 • • • • USA
CHI Dillen et al. (2020) 2020 • 1 • 20 • CAN • • CAN
CHI Fan and Zhang (2020) 2020 • 1 • 82 • • • USA
CHI Geeng et al. (2020) 2020 • 1 • 25 • USA USA
CHI Gero et al. (2020) 2020 • 1 • 11 • USA • • USA
CHI Gero et al. (2020) 2020 • 1 • 89 • • • USA
CHI Hastings et al. (2020) 2020 • 1 • 289 • USA • • USA •
CHI Hastings et al. (2020) 2020 • 1 • 18 • USA • USA •
CHI Hong et al. (2020) 2020 • 1 • 100 • • • USA
CHI Kim et al. (2020) 2020 • 1 • 89 • KOR KOR •
CHI Kim et al. (2020) 2020 • 21 • 32 • KOR KOR •
CHI Kontogiorgos et al. (2020) 2020 • 1 • 44 • SWE • • SWE
CHI Lai et al. (2020) 2020 • 1 • 16 • USA • • USA
CHI Lai et al. (2020) 2020 • 1 • 480 • USA • USA
CHI Lai et al. (2020) 2020 • 1 • 480 • USA • USA
CHI Lai et al. (2020) 2020 • 1 • 480 • USA • USA
CHI Liang et al. (2020) 2020 • 7 • 18 • • • • USA •
CHI Liang et al. (2020) 2020 • 1 • 2 • USA •
CHI Liao et al. (2020) 2020 • 1 • 20 • USA • USA
CHI Liebling et al. (2020) 2020 • 1 • 3105 • USA USA
CHI Liebling et al. (2020) 2020 • 1 • 16 • IND USA
CHI Liebling et al. (2020) 2020 • 1 • 9 • USA • • USA
CHI Louie et al. (2020) 2020 • 1 • 21 • USA • • USA
CHI Madaio et al. (2020) 2020 • 1 • 48 • • USA •
CHI Mallari et al. (2020) 2020 • 1 • 1600 • USA
CHI Mallari et al. (2020) 2020 • 1 • 1600 • USA
CHI Oh et al. (2020) 2020 • 1 • 30 • KOR • • USA •
CHI Schaekermann et al. (2020) 2020 • 1 • 12 • Mult CAN
CHI Smith et al. (2020) 2020 • 1 • 16 • • USA
CHI Smith-Renner et al. (2020) 2020 • 1 • 180 • USA • • USA
CHI Smith-Renner et al. (2020) 2020 • 1 • 180 • USA • • USA
CHI Sun et al. (2020) 2020 • 1 • 4 • CHN
CHI Sun et al. (2020) 2020 • 1 • 2 • CHN
CHI Sun et al. (2020) 2020 • 1 • 6 • CHN

(continued on next page)
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Table 3 (continued).
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CHI Thakkar et al. (2020) 2020 • 1 • 38 • IND • • • IND •
CHI Uhde et al. (2020) 2020 • 1 • 3 • DEU • • DEU
CHI Uhde et al. (2020) 2020 • 1 • 51 • DEU • • • DEU
CHI Völkel et al. (2020) 2020 • 1 • 21 • DEU • • • DEU •
CHI Wang et al. (2020) 2020 • 1 • 579 • USA • • • USA
CHI Xie et al. (2020) 2020 • 1 • 77 • USA USA
CHI Xie et al. (2020) 2020 • 1 • 3 • USA USA
CHI Xie et al. (2020) 2020 • 1 • 6 • USA USA
CHI Yan et al. (2020) 2020 • 1 • 30 • • • USA
FAccT Marcinkowski et al. (2020) 2020 • 1 • 304 • DEU • • • DEU
FAccT Harrison et al. (2020) 2020 • 1 • 502 • USA • • • USA
FAccT Noriega-Campero et al. (2020) 2020 • 1 • 14 • USA •
FAccT Zhang et al. (2020) 2020 • 1 • 72 • • • USA
FAccT Zhang et al. (2020) 2020 • 1 • 9 • • • USA
FAccT Mustafaraj et al. (2020) 2020 • 1 • 392 • USA USA
FAccT Lucic et al. (2020) 2020 • 1 • 75 • NLD NLD
CHI Anik and Bunt (2021) 2021 • 1 • 17 • CAN • • CAN
CHI Anik and Bunt (2021) 2021 • 1 • 27 • • • • CAN
CHI Bae Brandtzæg et al. (2021) 2021 • 14 • 16 • NOR • • NOR
CHI Bennett et al. (2021) 2021 • 1 • 25 • • • USA
CHI van Berkel et al. (2021) 2021 • 1 • 75 • USA • • • • DEN •
CHI Cheng et al. (2021) 2021 • 1 • 12 • USA • • • USA
CHI Crisan and Fiore-Gartland (2021) 2021 • 1 • 29 • USA
CHI Ehsan et al. (2021) 2021 • 1 • 29 • USA
CHI Gilad et al. (2021) 2021 • 1 • 362 • • • ISR
CHI Gilad et al. (2021) 2021 • 1 • 375 • • • ISR
CHI Gilad et al. (2021) 2021 • 1 • 323 • • • ISR
CHI Gilad et al. (2021) 2021 • 1 • 361 • • • ISR
CHI Gilad et al. (2021) 2021 • 1 • 93 • • • ISR
CHI Gilad et al. (2021) 2021 • 1 • 79 • • • ISR
CHI Hsu et al. (2021) 2021 • 1 • 49 • USA USA
CHI Hsu et al. (2021) 2021 • 1 • 22 • USA USA
CHI Jacobs et al. (2021) 2021 • 1 • 10 • USA
CHI Jacobs et al. (2021) 2021 • 1 • 8 • USA
CHI Jiang et al. (2021) 2021 • 1 • 36 • AUS • • AUS •
CHI Lee and Rich (2021) 2021 • 1 • 187 • USA • • • USA
CHI Lee and Rich (2021) 2021 • 1 • 21 • USA • • • USA
CHI Levy et al. (2021) 2021 • 1 • 18 • USA • USA
CHI Liao and Sundar (2021) 2021 • 1 • 293 • • • • • USA
CHI Lima et al. (2021) 2021 • 1 • 200 • USA • • • KOR •
CHI Lima et al. (2021) 2021 • 1 • 194 • USA • • • KOR •
CHI Mendez et al. (2021) 2021 • 1 • 12 • ECU • • • ECU •
CHI Mendez et al. (2021) 2021 • 1 • 91 • ECU • • • ECU •
CHI Okolo et al. (2021) 2021 • 1 • 21 • IND USA •
CHI Park et al. (2021) 2021 • 1 • 21 • • • KOR •
CHI Rahman et al. (2021) 2021 • 1 • 256 • BGD • • BGD
CHI Rietz and Maedche (2021) 2021 • 1 • 6 • DEU • DEU
CHI Rietz and Maedche (2021) 2021 • 1 • 11 • DEU • DEU
CHI Robertson et al. (2021a) 2021 • 1 • 13 • USA • • USA
CHI Robertson et al. (2021b) 2021 • 1 • 15 • Mult USA •
CHI Robertson et al. (2021b) 2021 • 1 • 259 • Mult USA •
CHI Sambasivan et al. (2021b) 2021 • 1 • 53 • Mult • USA •
CHI Samrose et al. (2021) 2021 • 1 • 120 • USA •
CHI Samrose et al. (2021) 2021 • 28 • 49 • USA •
CHI Schneider et al. (2021) 2021 • 1 • 40 • DEU • • DEU
CHI Schußet al. (2021) 2021 • 1 • 11 • DEU • • DEU
CHI Tahir et al. (2021) 2021 • 1 • 95 • • • • SAU •
CHI Tahir et al. (2021) 2021 • 1 • 46 • • • SAU •
CHI Tsai et al. (2021) 2021 • 1 • 25 • USA • • USA
CHI Tsai et al. (2021) 2021 • 1 • 20 • USA • • • USA
CHI Wang et al. (2021a) 2021 • 1 • 30 • Mult • USA •
CHI Wang et al. (2021b) 2021 • 7 • 22 • CHN • • USA •
CHI Widder et al. (2021) 2021 • 70 • 17 • USA • USA
CHI You et al. (2021) 2021 • 1 • 30 • CHN • • USA •
CHI Zehrung et al. (2021) 2021 • 1 • 114 • • • • USA
FAccT Celis et al. (2021) 2021 • 1 • 76 • USA USA
FAccT Shen et al. (2021) 2021 • 1 • 56 • USA • • • • USA
FAccT Miceli et al. (2021) 2021 • 1 • 15 • Mult • • GER •
FAccT Miceli et al. (2021) 2021 • 1 • 14 • Mult GER •
FAccT Andrus et al. (2021) 2021 • 1 • 38 • Mult USA •

(continued on next page)
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Table 3 (continued).
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FAccT Kasinidou et al. (2021) 2021 • 1 • 99 • Mult • • • CYP
FAccT Jesus et al. (2021) 2021 • 1 • 3 • PRT
CHI Kapania et al. (2022) 2022 • 1 • 32 • IND • • • IND •
CHI Kapania et al. (2022) 2022 • 1 • 459 • IND • • • IND •
CHI Tolmeijer et al. (2022) 2022 • 1 • 428 • Mult • • • CHE
CHI Park et al. (2022) 2022 • 1 • 50 • KOR •
CHI Kim et al. (2022a) 2022 • 25 • 36 • KOR • • • KOR •
CHI Kim et al. (2022a) 2022 • 1 • 34 • KOR • KOR •
CHI Langer et al. (2022) 2022 • 1 • 397 • Mult • • • DEU
CHI Langer et al. (2022) 2022 • 1 • 622 • Mult • • • DEU
CHI Druga et al. (2022) 2022 • 35 • 34 • USA • • • USA
CHI Jung et al. (2022) 2022 • 1 • 341 • • • • NLD
CHI DeVos et al. (2022) 2022 • 1 • 23 • • • • • USA
CHI DeVos et al. (2022) 2022 • 14 • 22 • USA
CHI DeVos et al. (2022) 2022 • 1 • 16 • USA
CHI Mahmood et al. (2022) 2022 • 1 • 37 • • • USA
CHI Lyons et al. (2022) 2022 • 1 • 100 • USA • • AUS
CHI Erlei et al. (2022) 2022 • 1 • 480 • • • • DEU •
CHI Zhang and Lim (2022) 2022 • 1 • 14 • • SGP
CHI Zhang and Lim (2022) 2022 • 1 • 161 • • • SGP
CHI Zhang et al. (2022b) 2022 • 1 • 32 • • • SGP •
CHI Zhang et al. (2022b) 2022 • 1 • 155 • • • SGP •
CHI Zdanowska and Taylor (2022) 2022 • 1 • 27 • GBR
CHI Zdanowska and Taylor (2022) 2022 • 1 • 6 • GBR
CHI Zdanowska and Taylor (2022) 2022 • 1 • 7 • GBR
CHI Albayaydh and Flechais (2022) 2022 • 1 • 20 • JOR • • GBR
CHI Ma et al. (2022) 2022 • 1 • 67 • CHN • • CHN
CHI Ma et al. (2022) 2022 • 1 • 62 • CHN • • • CHN
CHI Ma et al. (2022) 2022 • 1 • 71 • • • CHN
CHI Kawakami et al. (2022) 2022 • 1 • 13 • USA USA
CHI Gordon et al. (2022) 2022 • 1 • 18 • • • • USA
CHI Echterhoff et al. (2022) 2022 • 1 • 90 • Mult USA
CHI Setlur and Tory (2022) 2022 • 1 • 30 • • USA
CHI Setlur and Tory (2022) 2022 • 1 • 30 • • USA
CHI Thakkar et al. (2022) 2022 • 1 • 46 • Mult • IND •
CHI Sambasivan and Veeraraghavan (2022) 2022 • 1 • 68 • Mult • USA
CHI Zheng et al. (2022) 2022 • 1 • 7 • • HKG •
CHI Zheng et al. (2022) 2022 • 1 • 12 • • HKG •
CHI Carros et al. (2022) 2022 • 52 • 9 • DEU • • DEU •
CHI Yan et al. (2022) 2022 • 3 • 15 • • • USA •
CHI Lai et al. (2022) 2022 • 1 • 234 • USA • • USA •
CHI Zhang et al. (2022a) 2022 • 1 • 24 • USA • • • USA
CHI Choi et al. (2022) 2022 • 1 • 8 • KOR • • KOR
CHI Kim et al. (2022b) 2022 • 1 • 18 • USA • • • USA
CHI Cheng et al. (2022) 2022 2 • 13 • USA • • USA
CHI Rechkemmer and Yin (2022) 2022 • 1 • 1224 • USA • • USA
CHI Panigutti et al. (2022) 2022 • 1 • 28 • • • ITA
CHI Liu et al. (2022) 2022 • 1 • 147 • • • • USA
CHI Liu et al. (2022) 2022 • 1 • 10 • USA • • • • USA
FAccT Schuff et al. (2022) 2022 • 1 • 50 • DEU •
FAccT Jakesch et al. (2022) 2022 • 1 • 516 • USA USA •
FAccT Jakesch et al. (2022) 2022 • 1 • 607 • USA USA •
FAccT Jakesch et al. (2022) 2022 • 1 • 140 • USA USA •
FAccT Schoeffer et al. (2022) 2022 • 1 • 397 • • • DEU
FAccT Deng et al. (2022) 2022 • 1 • 11 • Mult USA •
FAccT Deng et al. (2022) 2022 • 1 • 21 • USA •
FAccT Ramesh et al. (2022) 2022 • 1 • 29 • IND • USA •
FAccT Widder et al. (2022) 2022 • 1 • 11 • Mult • • USA
FAccT Scott et al. (2022) 2022 • 1 • 29 • BEL •
FAccT Scott et al. (2022) 2022 • 1 • 13 • Mult • BEL •
FAccT Boyd (2022) 2022 • 1 • 23 • USA
FAccT Bell et al. (2022) 2022 • 1 • 336 • USA • USA •
FAccT Rostamzadeh et al. (2022) 2022 • 1 • 21 • CAN •
FAccT Klumbyt et al. (2022) 2022 • 4 • 9 • DEU •
FAccT Costanza-Chock et al. (2022) 2022 • 1 • 152 • Mult USA
FAccT Costanza-Chock et al. (2022) 2022 • 1 • 10 • Mult USA
FAccT Stapleton et al. (2022) 2022 • 1 • 35 • USA • • • USA •
FAccT Fogliato et al. (2022) 2022 • 1 • 19 • USA •

(continued on next page)
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Table 3 (continued).
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FAccT Shen et al. (2022) 2022 • 1 • 15 • Mult • USA •
FAccT Smith et al. (2022) 2022 • 1 • 20 • Mult USA
FAccT Smith et al. (2022) 2022 • 1 • 6 • Mult USA
FAccT Smith et al. (2022) 2022 • 1 • 4 • Mult USA
FAccT Shang et al. (2022) 2022 • 1 • 91 • USA • • • USA
FAccT Shang et al. (2022) 2022 • 1 • 12 • USA
FAccT Shang et al. (2022) 2022 • 1 • 89 • USA • • • USA
FAccT Ehsan et al. (2022) 2022 • 1 • 47 • BGD USA
FAccT Longoni et al. (2022) 2022 • 1 • 3029 • USA • USA •
FAccT Longoni et al. (2022) 2022 • 1 • 1005 • USA • USA •
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