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Abstract
In this study, we investigate the reasons behind social media users’
willingness or reluctance to engage with AI-generated influencers,
an increasingly prevalent presence on social media platforms. We
conducted a user study with 120 participants to gather their opin-
ions and perceptions of AI-generated influencers after they watched
four short-form videos featuring different AI-generated influencers
with varying degrees of human-likeness. We grouped our findings
into four high-level categories: positive perceptions, influence of
message content, reservations about AI-generated influencers, and
shifting views and future expectations. From these categories, we
present ten sub-categories as potential drivers for willingness or
reluctance in user engagement. Additionally, we discuss the impli-
cations, ethics, and risks of utilising AI-generated influencers.
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1 Introduction
Virtual influencers are fictional digital characters that can visu-
ally resemble humans or have humanoid or non-human appear-
ances. Given their advantages such as space and time flexibility over
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human influencers [14], they have been utilised by corporations
and public agencies for information propagation. With a projected
growth of USD 8.30 billion in 2025 to USD 45.88 billion in 2030,
the virtual influencer market is forecasted to grow rapidly [1]. The
creation and maintenance of a virtual influencer and their content
can be costly due to underlying requirements such as the need
for graphic or animator professionals as well as copywriters [9].
However, these costs are likely to decrease as advancements in
Generative AI (GenAI) provide solutions for content generation,
effectively lowering the barrier of entry for those interested in
leveraging the benefits of virtual influencers.

With GenAI, a partially autonomous AI-generated influencer
becomes a possibility as stakeholders can create a personalised char-
acter and associated content with ease. These stakeholders may be
inclined to create AI-generated influencers to leverage the higher
user engagement that virtual influencers can achieve compared
to their human counterparts [3]. However, as public caution to-
wards AI technologies grows [13], it is also important to understand
users’ concerns and reluctance toward consuming AI-generated
influencer content. Moreover, AI-generated influencers can create
hyper-personalised engagement–further fuelling parasocial bonds,
and reinforcing echo chambers [5]. Thus, there is a need to examine
users’ perceptions and concerns with AI-generated influencers as
this can provide a preliminary explanation for users’ willingness in
engaging and consuming AI-generated influencer content. In this
study, we aim to understand values expressed by participants that
may influence their opinions of AI-generated influencers.

We collected qualitative responses from 120 participants through
an online study conducted on Prolific and analysed their feedback
using a general inductive approach [33]. Our findings reveal po-
larised perceptions of AI-generated influencers, which influenced
participants’ willingness to engage with their content. Moreover,
the relevance and quality of message content emerged as a key
factor in shaping participants’ engagement. Additionally, partic-
ipants expressed that they would be more inclined to consume
content from AI-generated influencers if advancements in GenAI
technologies improve their overall quality.

We contribute to the growing body of research on AI-generated
influencers by establishing a foundation for understanding user
perceptions and opinions of these digital characters through our
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initial exploratory study. Additionally, our findings shed light on
the implications of AI-generated influencers in the social media
landscape and highlight promising opportunities for future research
in this topic.

2 Related Work
2.1 AI-Generated Influencers
AI-generated influencers are a subset of virtual influencers, but
are designed and produced using GenAI technologies. The use of
virtual influencers over human influencers is rising in popularity
as virtual influencers have similar or even better engagement po-
tential compared to human influencers with comparable type of
content [32] and follower counts [3]. Further, virtual influencers
have the ability to offer brand safety, flexibility, exclusivity, and
perceived innovation [9].

Akin to virtual influencers, AI-generated influencers are digital
characters with carefully crafted personas. However, the develop-
ment and maintenance of a virtual influencer can be a significant
investment due to human resource requirements, such as the need
for computer graphics experts [9, 26]. Thus, there has been a rise
in the use of AI-generated influencers as GenAI technologies pro-
vide a more accessible and cost-friendly way of creating virtual
influencers for brands and organisations.

Beyond digital marketing, virtual influencers have collaborated
with public agencies and governments for public information cam-
paigns such as eating habits for climate change [23], and COVID-
19 pandemic related information [11]. These collaborations stem
from efforts to reach the primary audience of virtual influencers:
young adults, as well as social media users who identify as “anti-
intellectuals" that are more likely to respond positively to messages
from virtual influencers, which they might have disregarded from
experts [15]. However, although AI-generated influencers could
function as an alternative for virtual influencers, users may react dif-
ferently to content that is not related to marketing and advertising
due to their biases in perception of AI technologies.

Further, prior literature suggested that social media users who
follow and engage with virtual influencers are seeking emotional
diversions from their daily lives [24]. Other studies found several
key factors for the success of virtual influencers, including novelty,
visual appeal, and creative content that is unlimited by human
constraints [8, 20, 26]. Conversely, trust [8] and the perceived lack
of authenticity and relatability [26] persist as some of the challenges
faced by virtual influencers. Moreover, the novelty factor is effective
in capturing initial appeal but most experts questioned the ability
of virtual influencers in interest retention and their longitudinal
success in digital marketing [26].

Notably, prior studies, such as those by Choudhury and Sham-
szare [8] and Lou et al. [20], primarily focused on participants
who were already active followers of popular virtual influencers,
suggesting a pre-existing bias toward such figures. However, re-
search exploring the perceptions and concerns of general social
media users regarding AI-generated influencers remains limited.
To address this gap, our study investigates users’ opinions of AI-
generated influencers and their willingness to engage with content
created by them.

3 Method
The data presented in this paper was collected through an online
survey as part of a larger study in which participants watched
short-form videos of fictional AI-generated influencers. The main
study aimed to understand the impact of human-likeness and self-
disclosure on message acceptance of AI-generated influencers. In
addition of addressing that aim, we collected qualitative data at
the end of the survey to understand participants’ reactions to the
videos and the general idea of watching content from AI-generated
influencers. This paper’s findings are based on analysis of this data.

3.1 Experimental Stimuli
3.1.1 AI-generated influencer Characters. As the focus of the main
study was to investigate the impact of visual human-likeness on
message acceptance of AI-generated influencers, we began by using
Midjourney to produce static images of four characters to represent
the AI-generated influencers. According to previous surveys of
influencer demographics, a majority of influencers are female [16]
and, on short-form video platforms like TikTok, are aged 18–24
years [12]. Hence, the AI-generated influencers used in the main
study were specified to be female in their 20s to ensure demographic
and visual alignment with influencers that participants are most
likely to encounter on social media platforms.

Further, the AI-generated influencers were intentionally cre-
ated with a range of visual human-likeness while other aspects of
their presentation were controlled for consistency. However, the
different range of visual human-likeness also aligns with popular
virtual influencers that are currently active on social media. The
AI-generated influencers we used are shown in Figure 1.

3.1.2 Message Content. We generated a set of messages using
ChatGPT-4 by prompting for popular topics that enable online
influencers to convey personal experiences or opinions to their fol-
lowers for better engagement. Research has shown that influencers
tend to share messages related to adversity and growth as these
are often universal topics that can enhance the influencers’ per-
ceived connectedness with their followers, which is an important
aspect that drives engagement [4]. Hence, we selected ‘Personal
Challenges and Growth’ as the main topic, and further prompted
ChatGPT to produce different scripts for each AI-generated influ-
encer. This yielded four subtopics: Finding Balance, Overcoming
Fear of Failure, Nurturing Self-Compassion, and Embracing Change.

3.1.3 AI-generated influencer Audio and Video. Next, we used text-
to-speech software from ElevenLabs to convert the scripts into
lifelike audio narration. As the main study was a within-subjects
experiment, we used different voice profiles for each AI-generated
influencer to prevent bias from occurring in the event that par-
ticipants recognized the same voice across all stimuli. We made
a concerted effort to select consistent voice profiles by opting for
profiles labelled as having American accents, as well as having a
precise and intentional narration tone. Finally, the static images
of the AI-generated influencers and audio narrations were com-
bined into an animated video using the AI video generator platform
HeyGen.
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(a) High (b) Moderate- High (c) Moderate- Low (d) Low

Figure 1: AI-generated influencers created for the study. From left to right: High human-like (H), Moderate-High human-like
(MH), Moderate-Low human-like (ML), Low human-like (L).

3.2 Participants
We recruited 120 U.S.-based participants through the Prolific plat-
form. 70 participants identified as male, 49 participants identified as
female, and 1 participant preferred not to specify. The participants
had a mean age of 39.7 (SD = 11.1), and they were filtered to have
an approval rating of ≥ 99% with at least 500 submissions.

The study was completed with a median time of 22 minutes, and
participants were compensated with $ 15.66 USD per hour. The
study was approved by our University’s Human Ethics Committee.

3.3 Procedure
Participants read a plain language statement before they began
the survey. The participants were asked to imagine that the short
videos were of ‘lifestyle influencers’ that they encountered while
scrolling through social media, and the content is related to their
own personal challenges they are currently facing. This was fol-
lowed by the main experiment which involved answering several
validated surveys (not reported here). Finally, they were asked two
open-ended questions: ‘Reflecting on the entire experience, how does
the revelation that the entire character was AI-generated affect your
feelings towards watching the video? Please elaborate.’, and ‘Does the
knowledge that the characters and messages were AI-generated alter
your willingness to watch similar videos in the future? Why or why
not? Please elaborate.’.

3.4 Analysis
The qualitative responses were analysed by two authors from the
research team using Thomas’ general inductive approach [33]. The
first coder began with an initial read through of the data in or-
der to thoroughly understand its contents. This was followed by
identifying and generating categories, and the description for each
categories. Further, the two coders met to review and refine the
categories in order to resolve any discrepancies in the qualitative
analysis process. With a final agreement of the categories, both

coders independently and deductively assigned codes to the par-
ticipants’ responses based on the categories developed. We also
measured coding alignment between the two coders by conducting
Cohen’s Kappa for inter-rater reliability [22]. We observed an over-
all inter-rater reliability of 0.86 and 0.81 for Q1 and Q2 respectively,
which suggests a strong agreement between both coders [22]. All
disagreements were resolved through discussions.

4 Results
We present an analysis of participants’ potential reasons for their
willingness to consume AI-generated content.

4.1 Positive Perceptions
(1) Found AI use appealing: Participants had a “good feel-

ing” (P5, P44) and were “impressed” (P104) that the video
was AI generated: “Discovering that the character was AI-
generated only enhances my appreciation for the video. I felt
good and happy to meet them.” (P5). Further, they expressed
that the novelty of the technology captured their attention:
“AI-generated videos were motivating and it’s new, which grabs
my attention” (P119).

(2) Enjoyed AI content: Some participants stated they were
willing to consume similar content due to “enjoyment” (P1,
P25, P50). Participants also expressed an increase in enjoy-
ment and subsequent willingness as long as the message
delivered was positive: “I’d watch the video as long as it
was pleasing to my eyes and senses. While I don’t believe the
AI has experienced none of the things that it was talking about,
that doesn’t take away from the message itself. They were good
and if you don’t have people in your life to say things like that
to you then this is a very good tool to have.” (P22).

(3) Motivated by self-improvement: Participants reported
willingness to watch AI-generated influencers to “learn” (P36,
P95, P115) different viewpoints. Participants also reflected
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that the messages delivered can be used for personal growth:
“I’d definitely be willing to watch more videos like this because
even if the messages and the characters are AI-generated, the
messages included were appealing and helpful to a typical
person. The lessons included in the messages should be taken
into account by humans to feel better about themselves.” (P93).
Additionally, one participant reported trusting artificial in-
telligence for learning specialised information: “I love using
ChatGPT for my medical questions. I trust in AI.” (P71).

4.2 Influence of message content
(1) Importance of message over the source: Participants as-

serted that the message delivered holds more importance
over its nature, and some participants liked the message be-
cause they found it “heart-warming” (P96) and “inspirational”
(P4). In fact, a subset of participants who liked the message
explicitly stated that they “did not care” the videos were AI
generated. Subsequently, participants also expressed they
would be willing to consume AI-generated influencer con-
tent regardless of the AI nature as long as they perceived
that the message holds value: “As long as they are providing
helpful information, I would continue to seek them out for
other problems or answers I’m looking for to better myself. AI-
generated content doesn’t matter to me because if used properly,
it can be helpful and efficient to a lot of people.” (P114).

(2) Concerns with message quality: However, some partic-
ipants had “doubts” (P116) about the messages and found
them “difficult to accept” (P103) because they were generated
by AI. Others expressed that they either “wouldn’t take the
messages seriously” (P11, P26). or that they were unaffected
by the messages: “The content of the video was meaningless
and would be so if a real person was saying it.” (P42).

4.3 Reservations about AI-generated
influencers

(1) Inauthenticity and Relatability: Participants perceived
the AI-generated influencers as “not genuine” or “inauthen-
tic”, creating a sense that the AI-generated influencers did
not match the messages delivered: “It was harder for me to
take it seriously. I felt it was all made up and lacked heart.”
(P102). Furthermore, a group of participants stated their re-
luctance of watching AI-generated influencer content was
due to the notion that AI-generated influencers are “unable to
relate.” to humans. Moreover, another group of participants
had a preference for messages shared by humans related
to their “lived experience” (P96, P107), and five participants
asserted that humans more “relatable” (P40).

(2) Apprehension and Scepticism: Participants felt appre-
hensive about consuming AI-generated influencer content
because of perceived “uncanniness” (P67) and “peculiarity”
(P98) of listening to a “robot”. Furthermore, participants also
indicated feeling suspicious of the intentions of the human
creators behind the generated AI-generated influencer con-
tent after it was disclosed that everything was AI generated.
Similarly, when questioned on their willingness to watch AI-
generated influencer content in the future, some participants

reiterated distrust on the human creators as they believed
that the generated AI could have been used to mask the cre-
ators’ identities in order to manipulate others: “These videos
and their contents weren’t born from the ether; someone is
behind them, and I do not know their intentions, but the fact
that they can’t show their true selves makes me suspect they
want to manipulate others. I would not want to watch any
AI-generated content for that reason.” (P91).

(3) Aversion towards AI content: Many participants reported
unwillingness to watch AI content as they perceived it to
be a “waste of time” (P70, P92). The dislike described from
participants stems from the perception that AI is fake: “It
confirmed that I don’t like AI videos. I actively disliked them
as I recognized them as AI and it made them feel extra fake.”
(P49). Further, participants expressed “disapproval” (P41, P57,
P70) on receiving advice from AI, even if it was sound advice.
Participants also voiced different concerns for the use of AI-
generated influencers due to the “potential negative impact
on the climate” (P11), “reinforced detrimental stereotypes of
beauty or race” (P30), and “validity of AI use for mental health
therapy” (P86).

4.4 Shifting views and future expectations
(1) Interested in the technology andnormalising behaviours:

Participants highlighted “novelty” (P106) and “curiosity” (P108)
as the motivating factors to watch future AI-generated in-
fluencer content. Participants were also interested in AI-
generated influencers as they wished to follow the advance-
ment of GenAI technology: “Even if I didn’t necessarily con-
nect with the message I would watch in the future to see how
much better the realism gets going forward.” (P99). Addition-
ally, some participants asserted that AI-generated videos
were already “part of life” (P8) or will be “the future” (P7).

(2) Desire for improved technology: Participants noted the
quality of the AI-generated influencers when watching the
videos. While it was observed that the current technology
was still “too artificial” (P30), some expressed “amazement”
(P22, P99) and looked forward for the future of AI-generated
influencers. Accordingly, participants reported an increased
willingness to watch AI-generated influencer content when
GenAI technology has achieved an optimum state for pro-
ducing realistic avatars and better content: “I would certainly
not watch these types of videos until AI is more sophisticated
and helpful. The advice would need to be deeper and more thor-
ough. It would also help to have less artificial feeling avatars
and voices.” (P16).

5 Discussion
5.1 Factors Influencing User Engagement and

Hesitation Toward AI-generated Influencer
Content

This study aimed to understand values expressed by participants
that may influence their opinions of AI-generated influencers. Our
results indicate that participants frequently distinguished the mes-
sage from the AI-generated influencer delivering it. This distinction
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is significant, as it suggests a more nuanced engagement with AI-
generated influencers—one where individuals dissociate the mes-
sage content from its source. This finding parallels users’ ability to
separate VTuber characters from their human actor counterparts,
highlighting a tendency to prioritise the quality of the content
over its origin when interacting with virtual characters [21]. This
openness to engage with AI-generated content is driven by the
content of the message rather than the source’s authenticity
or aesthetics. Many participants expressed a willingness to learn
from the content, even when aware that the AI-generated influencer
had not personally experienced the information it shared. While a
few participants showed limited acceptance of AI-generated con-
tent, our results suggest that the perceived value of the message
significantly influences engagement and enjoyment with
AI-generated influencers.

Conversely, some participants considered the relationship be-
tween the source (AI-generated influencer) and themessage, leading
to hesitancy in consuming AI-generated content. A recurring theme
was the perceived inauthenticity and lack of relatability of the AI-
generated influencer, as it had not personally experienced the
situations it described, which resulted in an articulated pref-
erence for human influencers. This supports previous literature
on the potential challenges faced by virtual influencers [2, 8, 20, 26].

Interestingly, research in Human-Robot Interaction suggests that,
in addition to naming a robot, explicitly framing its background and
past experiences can be a means to induce anthropomorphism and
elicit empathic responses [10, 28]. In our study, we did not provide
further details about the character itself, highlighting a potential
avenue for future research. In addition, it is important to emphasise
that our study focused on messages related to ‘Personal Challenges
and Growth,’ a topic inherently grounded in personal experience,
which could have amplified an already existing dissonance between
message and AI-generated influencer. Future research should ex-
plore messages that are less dependent on lived experiences
and emotionally driven content.

Notably, when engaging with virtual influencers, users tend
to have a more positive experience and acceptance when virtual
influencers are honest about their “virtual” nature [19]. In our
study, we disclosed the AI generated nature of both character and
message content post interaction. We encourage future research
to examine how being transparent and informing users about
the “AI” nature of AI-generated influencers before or during
the interaction affects users’ trust and message acceptance.
Although some participants expressed their willingness to engage
with AI-generated influencers with visual appearances that are
realistically human-like, which supports previous research [30], the
perceived ‘uncanniness’ of the AI-generated influencer contributed
to enhance scepticism and apprehension.

Furthermore, some participants expressed reluctance in engag-
ing with AI-generated influencer content due to their antipathy
toward AI content, a sentiment that is becoming increasingly wide-
spread [13]. Participants also voiced various concerns about the use
of AI-generated influencers, reflecting a growing awareness of the
potential negative impacts of AI, such as environmental costs [18]
and the perpetuation of biases [17]. Our analysis further revealed
apprehension and distrust directed at the human creators behind
AI-generated influencer content. This suggests that the source of

distrust extends beyond the AI itself to concerns about the hu-
man intentions and authenticity of those who design and manage
AI-generated influencers [27].

5.2 Implications for Future Research and the
Ethical Deployment of AI-Generated
Influencers

Our study contributes to the research on AI-generated influencers
by exploring users’ willingness or reluctance to engage with AI-
generated content through an examination of their perceptions and
concerns. We highlight the polarised views users hold regarding AI-
generated influencers, which are shaped by their attitudes toward
AI technology on social media platforms. One group of participants
expressed enthusiasm for AI-generated influencers and their poten-
tial benefits, driven by a positive view of AI, while another group
showed reluctance, fuelled by scepticism or dislike of AI. Despite
these divides, acceptance of AI-generated influencers remains nu-
anced. For those seeking to leverage AI-generated influencers, it is
essential to consider strategies to build trust for better user engage-
ment. Future research should investigate the complex layers
of trust associated with AI-generated influencers, exploring
the relationship between users’ trust in the technology, the
AI-generated influencer itself, and the creator behind the
AI-driven content.

Going forward, stakeholders will need to strike a delicate bal-
ance between generating content that aligns with the values of their
intended user base and fostering trust in both the AI-generated
influencers and their creators. Failing to do so may lead to backlash,
as seen in recent headlines where Meta faced significant opposition
due to its deployment of AI-generated influencers. This backlash
was further fuelled by the AI-generated influencer’s self-admission
of manufactured trust and manipulated false intimacy with real
users [25]. The lack of transparency regarding the influencer’s
purpose and the concealment of its AI nature highlighted the nega-
tive consequences of withholding the truth from users. However,
as these AI-generated influencers were developed by Meta rather
than independent creators, the question of ethical responsibility
arises. While social media platforms should implement governance
frameworks for AI-generated influencers—and, by extension, AI
content—it would be more effective for governments and policy-
makers to focus on regulations that ensure creator/developer ac-
countability, as social media platforms may not always prioritise
the best interests of users.

The increasing accessibility of GenAI enables everyday users
to create their own AI-generated influencers, opening the door to
widespread use. However, this raises concerns about amplifying
individual risks, such as stereotyping and the underrepresentation
of certain groups, on an unpredictable scale. In addition, GenAI
could be misused for malicious purposes, such as deliberately ma-
nipulating users through misinformation [17, 29]. These challenges
highlight the need for measures that help users form a well-rounded
understanding of AI-generated influencers and encourage healthy
engagement with them. One potential solution to mitigate these
risks, while navigating the fine line between AI distrust and excite-
ment, could involve AI-generated influencer identifiers. Similar to
Chan et al. [6], who advocate for AI agent identifiers, these could
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provide users with additional context about the output and the
agent behind it. Such measures are critical to pre-emptively address
potential harms associated with emerging technologies [7, 31].

Understanding users’ willingness to engage with AI-generated
influencers and consume their content is a crucial step toward
fostering sociotechnical relationships that are not only supportive
and beneficial but also ethically sound. While we recognise the
legitimate concerns surrounding the risks and challenges posed by
AI-generated influencers, our investigation into issues that drive
or hinder user engagement aims to contribute to more informed
discussions on the design and regulation of these technologies.

6 Conclusion
In this study, we explore participants’ opinions, perceptions, and
concerns regarding AI-generated influencers, and how these values
influence their willingness to engage with AI-generated content.
Our results indicate that, beyond the novelty factor, participants
who expressed a willingness to consume AI-generated content typ-
ically dissociated the content of the message from the AI-generated
influencer delivering it. This finding provides a potential explana-
tion for user interest retention, as participants reported a desire to
learn from AI-generated content when it was perceived as positive
and valuable.

On the other hand, participants who evaluated both the mes-
sage and the AI-generated influencer as a whole expressed more
hesitancy in engaging with such content. We identify recurring
challenges related to authenticity, relatability, and the “uncanny
valley”, as well as a general aversion to AI content, as key issues
that contributed to their reservations. Notably, we also observed ev-
idence of triadic trust [27], where participants expressed concerns
about the creators’ intentions as a reason for their reluctance to
engage with AI-generated influencers.

Finally, we discuss how our findings relate to the broader implica-
tions, ethical considerations, and risks of AI-generated influencers
on social media platforms. Overall, our results offer valuable insight
into the acceptance of and challenges associated with AI-generated
influencers, providing an important context from the end-users’
perspective.
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