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Abstract 
Social media has become a primary information source, with plat-
forms evolving from text-based to multi-modal environments that 
include images and videos. While richer media modalities enhance 
user engagement, they also increase the spread and perceived credi-
bility of misinformation. Most interventions to counter misinforma-

tion on social media are text-based, which may lack the persuasive 
power of richer modalities. This study explores whether the effec-
tiveness of misinformation correction varies by modality, and if 
certain modalities of misinformation are better countered by a spe-
cific correction modality. We conducted a survey-based experiment 
where participants rated the credibility of misinformation tweets 
before and after exposure to corrections, across all combinations of 
text, images and video modalities. Our findings suggest that cor-
rections are most effective when their modality richness matches 
that of the original misinformation. We discuss factors affecting the 
perceived credibility of corrections and offer strategies to optimise 
misinformation correction. 
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1 Introduction 
Social media platforms have become the predominant source of in-
formation for many individuals [54]. These platforms have evolved 
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from being text-based to incorporate multiple modes of communica-

tion. For instance, X (formerly Twitter) began as a micro-blogging 
platform that allowed users to share short textual messages called 
“tweets”. Tweets have now evolved to include multiple modalities 
beyond text, such as images, videos, and hyperlinks [90]. Undoubt-
edly, this diversification in media modality enriches user interaction 
and engagement on these online platforms. However, richer media 
can also facilitate the spread of misinformation and enhance the 
perceived credibility of misinformation [2, 77, 83]. 

Despite this, most interventions to counter misinformation on 
social media remain text-based [30]. However, text-based interven-
tions may not be as engaging or persuasive as those involving richer 
media modalities, given their distinct lack of visual and auditory 
elements. Research has shown that videos, with their combination 
of visuals, sound, vivid details, and resemblance to real-life experi-
ences, can be more compelling than text alone [74]. However, there 
is little research on how different modalities influence the effective-
ness of misinformation correction. This raises key questions: Does 
the effectiveness of corrections to misinformation depend on the 
modality used? Is a particular modality of misinformation more 
effectively countered by a specific correction modality? 

In this short paper, we address these questions by examining 
the impact of different misinformation and correction modalities. 
Specifically, we investigate whether certain modalities of misin-

formation are more effectively countered by particular correction 
modalities. We conduct our study within the context of X, due to its 
status as a primary tool for journalists and news seekers [52], and 
because it is used by millions of people for daily news consump-

tion [38]. Despite its utility, X has been criticised for spreading mis-

information, particularly under recent leadership changes [7, 37, 51]. 
By focusing on tweets in this study, we aim to understand how 
different corrective modalities can mitigate the spread of misin-

formation and enhance the ability of users to discern truth from 
misinformation. We conducted a survey-based experiment where 
participants viewed and rated the credibility of misinformation 
tweets before and after viewing correction tweets, both presented 
in three modalities: Text, Image, and Video. Our findings in-
dicate that video corrections are most effective when delivered 
in the same video format as the misinformation. However, when 
addressing misinformation presented in a text format, providing 
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corrections in text form is more effective. We discuss these findings, 
provide recommendations for designing more effective corrections, 
and outline potential directions for future research. 

2 Related Work 

2.1 Media Richness Theory and Modes of 
Misinformation 

Media Richness Theory (MRT) posits that communication media 
vary in their effectiveness at conveying information effectively [21]. 
Specifically, media capable of transmitting non-verbal cues enhance 
audience comprehension of the message more effectively than those 
that cannot. According to MRT, media types that provide a wider 
range of cues are classified as rich media, while those lacking these 
characteristics are classified as lean media. For instance, videos 
incorporate numerous visual and auditory cues, including body 
language, facial expressions, and tone of voice, which are absent in 
images or text. Consequently, rich media like videos can enhance 
the believability of a message, due to their ability to simulate real-
life scenarios with greater clarity and detail [74]. 

MRT also offers insights into how misinformation spreads through 
social media. Importantly, the formats of rich media have diversified 
over time. For instance, when using images, information is now 
communicated not only through traditional photographs but also 
via memes and data visualisations [49, 62]. Furthermore, videos 
have expanded beyond conventional long segments to include short 
video clips that provide concise and captivating content, appealing 
to a wide range of viewers. However, the video modality also poses 
a greater risk for the dissemination of misinformation compared 
to other modalities. Research has shown that altered or manipu-

lated video news segments are more readily believed and shared 
on social media, compared to their text or audio counterparts [75]. 
Given that modality plays a crucial role in the spread of misinforma-

tion, exploring how this very element can be effectively leveraged 
to counteract misinformation is key to developing more effective 
strategies for mitigating its spread. 

2.2 Misinformation Interventions 
Misinformation refers to the dissemination of false information, 
regardless of intent [5, 40]. Misinformation is spreading rapidly 
on social media platforms [3, 16], leading to negative emotions, 
disrupted platform use, and the facilitation of harmful online activi-
ties [12, 17]. Prior work in HCI has explored various approaches to 
combat online misinformation. This work includes designing inter-
ventions to warn users about harmful content through symbols [29] 
and labels [31, 35, 46, 69], removing [13, 69] or down-ranking mis-

information content [27], and equipping users with tools to evalu-
ate [8, 9, 15, 41, 43, 50, 82] and filter out [23] misinformation. 

Another approach to combatting misinformation involves pre-
senting people with factual content that challenges widespread 
false narratives. These narratives can be presented using text, image 
and/or video content. Given that the richness levels of these modal-

ities vary, the believability of the message conveyed through each 
also differs. Text-based corrections are commonly used to counter-
act misinformation due to their ease of production and distribution. 
Some studies have indicated that text-based interventions can be ef-
fective in reducing misconceptions and misunderstandings among 

individuals [10, 81]. However, studies have also shown that text-
based interventions can be ineffective [19, 76]. This mixed evidence 
may be attributed to the fact that text-based interventions often 
lack the persuasive appeal of richer media formats, such as video 
or audio, due to the absence of visual and auditory elements [66]. 
For instance, a study by Young et al. [91] found that fact-checking 
videos are more effective than long-form fact-checking articles in 
correcting beliefs and reducing misperceptions. Similarly, research 
indicates that images can significantly influence the credibility of 
information, as they provide visual cues that can make the content 
more believable [25]. 

Moreover, the effectiveness of correcting misinformation is in-
fluenced not only by the modality of the corrective information, 
but also by the modality in which the original misinformation was 
presented. The alignment between these modalities can impact how 
well the correction is received and internalised. Prior research has 
shown that when addressing misperceptions conveyed through 
text, presenting corrections in the same text modality can be an 
effective strategy [10, 33, 67, 85]. However, text-based corrections 
may not always be effective when addressing misinformation pre-
sented in other modalities. For instance, using text corrections to 
counter video misinformation has been found to be less effective 
than providing no corrective information at all [84]. 

While there has been some research on the effectiveness of differ-
ent modalities in correcting misinformation, there remains a gap in 
examining the interaction of all major modalities simultaneously— 
an issue this study seeks to address. Previous research has also 
produced inconsistent results [10, 25, 32, 81, 89], and most studies 
focus on one or two modalities in isolation, making it difficult to 
draw broader conclusions. Furthermore, the impact of correction 
modality has been underexplored in prior HCI research. Studies 
have focused on aspects such as identifying the optimal timing for 
providing corrections [34], the impact of when a correction is pro-
vided by users [6, 56], optimizing the re-sharing of debunking mes-

sages [61], and examining the role and impact of fact-checkers and 
fact-checking in correcting misinformation [1, 18, 26, 45, 47, 68, 70]. 
Our work extends the HCI literature by investigating the relation-
ship between content modality and correction modality, and how 
this might be considered in intervention design. 

3 Methodology 

3.1 Experimental Design 
Our experiment followed a 3 (misinformation modality: TextM, 
ImageM, or VideoM) × 3 (correction modality: TextC, ImageC, 
or VideoC) factorial design. In our survey-based study, each par-
ticipant encountered five pairs of tweets. The first tweet in each 
pair contained misinformation, and the second tweet contained a 
corresponding correction (the tweets were shown separately and 
in sequence, described further below). To minimise potential bias, 
identifiable information in the tweets, such as profile images and 
names, were blurred. To reduce potential order effects, tweet pairs 
were presented in a randomised order. The misinformation and 
correction tweets we used were adopted verbatim from Snopes’ 
fact-checked tweets. Snopes is a reputable online fact-checking web-
site, which offers detailed explanations on the accuracy of tweets 
by presenting evidence from sources with relevant expertise or 
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Figure 1: Examples of misinformation and corrections tweets used in the experiment. 

knowledge [71]. We ensured a diverse selection of topics, including 
disasters, technology, and military. Examples of the used stimuli 
are provided in Figure 1. 

3.2 Data Collection and Participants 
The study was deployed on Prolific1 

, following approval from the 
Human Ethics Committee at our university. We recruited partici-
pants who were fluent English speakers and had a platform approval 
rating of over 98%. Since the highest number of X users are from 
the United States [22], we pre-screened for participants living in 
the US. We used G*Power [28] to determine the required sample 
size. The minimum recommended sample size was 118 participants, 
considering an 𝛼 = 0.05, and a power of 0.8. We conservatively 
recruited a total of 126 participants (63 men, 63 women, with an 
average age of 39.1) to cover all the misinformation and correction 
modality combinations in a balanced manner. Participants spent 
a median time of 13 minutes on the survey and received US$3 for 
their participation. 

3.3 Measures 
3.3.1 Dependent Variable. We aimed to understand the impact 
of different correction modalities on misinformation presented in 
three formats: Text, Image, and Video. To assess this, we mea-

sured the perceived credibility of the misinformation tweet both 
before and after participants were shown the correction tweet using 
a 7 point Likert scale (1 = Not Credible At All and 7 = Completely 
Credible). The dependent variable, Credibility Shift, was cal-
culated by taking the difference between the credibility ratings 
post-correction (Final Credibility) and pre-correction (Initial 
Credibility). 

1
https://www.prolific.com/ 

3.3.2 Covariates/Dispositional measures. We measured several co-
variates to control for individual differences: 

• Usage: Participants rated their frequency of using X for 
news updates. This was measured using a five-point Likert 
scale, ranging from 1 = Never to 5 = Always. 

• Familiarity: Building on previous research that examined 
shifts in participants’ beliefs [42, 60, 86–88], participants’ 
prior knowledge of the news story was quantified by their 
indicated familiarity with the information presented in each 
misinformation tweet using a seven-point Likert scale (1 = 
Not Knowledgeable at all to 7 = Fully Knowledgeable). 

• BSR: Following past literature in misinformation [64, 65, 78] 
we measured participants’ receptivity to pseudo-profound 
statements using the Bullshit Receptivity scale (BSR) [63]. Par-
ticipants rated the profoundness of 11 statements on a five-
point Likert scale (1 = Not at all Profound to 5 = Very Pro-
found). Our instructions told participants that “profound” 
refers to ‘of deep meaning; of great and broadly inclusive sig-
nificance’ [63]. We hypothesise that participants with higher 
BSR scores will be more likely to believe misinformation. 

• AOT: Following past literature in misinformation [53, 78], 
we measured the tendency to be open towards opinions or 
positions different from one’s own using the Actively Open-
Minded Thinking scale (AOT) [72]. Participants rated 13 
statements on a six-point Likert scale (1 = Disagree Strongly 
to 6 = Agree Strongly). We hypothesise that participants with 
higher AOT scores will be more receptive to the corrections 
than those with lower AOT scores. 

3.4 Procedure 
Figure 2 illustrates the experimental procedure. Following a brief 
demographic questionnaire, participants rated their frequency of 

https://www.prolific.com/
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Pre-task 
questionnaire 

Demographic 
data 

Twitter usage
 for news updates 

Tweets Presented 

Misinformation 
Modality 

Measures 

Familiarity 

How knowledgable are you about the 
news story? 

[Before and after seeing the 
correction tweet] 

Credibility

 How credible do you think this news story is? 

After reading the above tweet, how credible do 
you think the original news story is now? 

Repeat for 5 Tweet pairs 

Text 

Image 

Video 

Text 

Image 

Video 

Correction 
Modality 

Post-task 
questionnaire 

Open-Ended Questions 

Factors influencing the 
credibility judgement 
Modality found most 
informative 

Cognitive Measures 

Bullshit Receptivity Scale 

Actively Open-minded 
Thinking Scale 

After seeing 5 Tweet pairs 

Figure 2: Experimental procedure used in the study. 

X usage for news updates. Participants were then randomly as-
signed to one of three conditions, which determined the modality 
of misinformation tweets they encountered: either Text, Image, 
or Video. The misinformation modality was a between-subjects 
factor, meaning each participant saw all misinformation tweets pre-
sented in the same modality. In contrast, the correction modality 
(Text, Image, or Video) was a within-subjects factor, allowing 
participants to see corrections in all three modalities over the course 
of the experiment. 

For each pair of tweets, participants first viewed the misinforma-

tion tweet and rated their familiarity with and perceived credibility 
of the tweet. Subsequently, they were shown the corresponding 
correction tweet (which was either text, image or video), and were 
asked to rate the perceived credibility of the original misinforma-

tion tweet again (see Figure 2). After viewing five pairs of tweets, 
each participant answered an open-ended question about factors 
that may have influenced their credibility judgements, and a second 
question about which modality they found the most informative. 
Participants then completed the survey by filling out the BSR and 
AOT questionnaires. 

Two Instructional Manipulation Checks (IMC) were included 
in the online survey to ensure participant attentiveness [59]. The 
checks instructed participants to “Please write the word ‘Purple’ to 
answer this question” and respond to “Which of the following is a 
vegetable?” by selecting the correct answer from a list of options. 
These checks were programmed to appear randomly while rating 
the tweets. All participants successfully passed both IMCs. The 
used stimuli and the dataset are made available to the research 
community 2 

. 

2
https://osf.io/hvxyu/?view_only=56a4d5e5db394558add6b05628c7a7f4 

4 Results 

4.1 Quantitative Findings 
4.1.1 Initial Credibility of Misinformation. Since values of Initial 
Credibility of the three modalities are independent of each other, 
are ordinal values as they are likert scale data and do not follow 
a normal distribution (Shapiro-Wilk Test returned p < 0.05 for all 
three modalities), and has a similar shape (Levene’s Test for Equal-
ity of Variances returned p > 0.05), a Kruskal-Wallis test was per-
formed [73]. The test revealed a statistically significant difference in 
Initial Credibility across the different misinformation modal-

ities (𝜒 2 = 8.667, p < 0.05), as illustrated in Figure 3. This suggests 
that the perceived initial credibility of misinformation varied de-
pending on whether the content was presented in text, image, or 
video format. Since the Levene’s test indicated that the data have 
equal variance (p > 0.05), we conducted the pairwise Wilcoxon Rank 
Sum Test, for post-hoc analysis. The test confirmed a statistically 
significant difference between Video and Text modalities (p < 
0.05), showing that misinformation presented in video format was 
perceived to be significantly more credible than the same content 
presented in text. 

4.1.2 Credibility Shift. To investigate whether correction modality 
significantly affects the perceived credibility of misinformation, we 
employed a Generalised Linear Mixed Model (GLMM) using the R 
package lme4. We treated the change in misinformation credibility 
before and after the correction was displayed (Credibility Shift) 
as our outcome variable. For ease of interpretation, we multiplied 
the credibility shift value by -1, such that a positive estimate re-
flects a reduction in the perceived credibility of the misinformation 
following the correction (a desirable outcome), and a negative esti-
mate indicates an increase in perceived credibility. We incorporated 
participant IDs and Tweet IDs as random effects in our model to 

https://osf.io/hvxyu/?view_only=56a4d5e5db394558add6b05628c7a7f4
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Figure 3: Distribution of Initial credibility ratings across dif-
ferent modality types. A rating of 1 indicates low perceived 
credibility, while a rating of 7 indicates high perceived credi-
bility. 

Table 1: Summary statistics of the GLMM model 

Predictor 𝛽 (Std.Error) p value 

(Intercept) 1.825(2.058) 0.377 
Age -0.003(0.008) 0.691 
meanBSR 0.030(0.113) 0.78 
meanAOT 0.801(0.515) 0.123 
Familiarity 0.149(0.054) 0.005 
TextM -1.001(0.332) 0.003 
VideoM 0.130(0.331) 0.695 
TextC -0.166(0.279) 0.551 
VideoC -0.396(0.279) 0.156 
TextM:TextC 0.732(0.392) 0.063 
VideoM:TextC 0.157(0.394) 0.690 
TextM:VideoC 0.571(0.394) 0.147 
VideoM:VideoC 0.955(0.394) 0.015 

account for individual differences and any variations among the 
five misinformation Tweets. The predictor variables in the GLMM 
model had no multicollinearity present, the random effects were 
normally distributed and independent of the response variable. 
Additionally, we conducted post-hoc analyses using pairwise com-

parisons to further examine the differences between correction 
modalities across various misinformation modalities. We present 
these pairwise comparisons along with the estimated marginal 
means (EMMs) for each condition to illustrate the effectiveness of 
different misinformation-correction pairs. 

We observed a significant main effect of Familiarity (𝛽 = 0.149, 
SE = 0.054, p < 0.01) on Credibility Shift, indicating that par-
ticipants who were more familiar with the news story showed a 
greater reduction in the perceived credibility of the misinformation 
after viewing the correction. In addition, we observed a significant 
main effect of Misinformation Modality (𝛽 = -1.001, SE = 0.332, 
p < 0.01) on Credibility Shift. Pairwise comparisons revealed a 
statistically significant difference between Text misinformation 
(M = 0.73, SD = 0.201) and Video misinformation (M = 1.80, SD = 
0.199) on credibility shift (𝛽 = -1.067, SE = 0.247, p < 0.001). This indi-
cates that the mean credibility shift for video misinformation was 
significantly higher than that for text misinformation, suggesting 
that video-based misinformation is more amenable to correction 
compared to text-based misinformation. 

p < 0.05 

p < 0.05 
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Figure 4: Pairwise comparison of the effectiveness of cor-
rection modalities (TextC, ImageC, VideoC) for each misin-

formation modality (TextM, ImageM, VideoM). Error bars 
denote Standard Error (SE). 

Lastly, our findings revealed an interaction effect between the 
Misinformation Modality and Correction Modality (𝛽 = 0.955, 
SE = 0.393, p < 0.05). The resultant EMMs from the post-hoc analysis 
are illustrated in Figure 4. We find the following: 

• For misinformation presented in Video format, overall, 
Video corrections were the most effective modality for re-
ducing the credibility of this misinformation, outperforming 
both Image and Text corrections. 
– We observed a significant difference between Video (EMM 
= 2.178, SE = 0.257) and Image (EMM = 1.619, SE = 0.256) 
corrections (𝛽 = -0.559, SE = 0.279, p = 0.045), suggesting 
that for misinformation presented in video format, video 
corrections were more effective than image corrections in 
reducing perceived credibility. 

– Similarly, there was a significant difference between Video 
and Text (EMM = 1.609, SE = 0.255) corrections (𝛽 = -0.568, 
SE = 0.279, p = 0.042), indicating that video corrections were 
also more effective than text corrections for video-based 
misinformation. 

• For misinformation presented in Image format, no 
significant differences were found between the correction 
modalities in reducing the credibility of the misinformation. 
Specifically, pairwise comparisons between Image and Text 
corrections (p = 0.551), Image and Video corrections (p = 
0.156), and Text and Video corrections (p = 0.411) all showed 
no significant effects on credibility shift. 

• For misinformation presented in Text format, Text 
corrections were significantly more effective than Image 
corrections, but no significant differences were observed 
between the other correction modalities. 
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– We observed a significant difference between Image (EMM 
= 0.488, SE = 0.257) and Text (EMM = 1.322, SE = 0.254) 
corrections (𝛽 = -0.565, SE = 0.277, p = 0.042), suggesting 
that text corrections were more effective than image cor-
rections in reducing the perceived credibility of text-based 
misinformation. 

– However, no significant difference was observed between 
Image and Video corrections (p = 0.530), nor between 
Text and Video corrections (p = 0.162). 

4.2 Qualitative Findings 
We analysed the qualitative responses to our open-ended survey 
questions to understand issues that affected participants’ credibil-
ity judgements. The analysis aimed to examine how the modality 
of the misinformation content and their corrections affected par-
ticipants’ credibility judgements, and to explore factors beyond 
tweet modality that impacted these judgements. Following Braun 
and Clarke [11]’s inductive thematic analysis approach, two au-
thors first familiarised themselves with the responses by reading 
through all responses multiple times. Initial codes were then gener-
ated, capturing key features of the data. These codes were collated 
into potential themes, and relevant participant responses (or parts 
thereof) were assigned to these themes. The themes were iteratively 
refined and revised. 

4.2.1 The Influence of Correction Modality on Content Credibility. 
The majority of participants perceived Video corrections as the 
most effective modality against misinformation, expressing several 
reasons for this preference. Participants highlighted how videos 
provided more context and clarity, and appeared credible because 
they provided “more proof of what really happened” (P43), allowing 
them to make an informed credibility judgement:“[Video] was the 
most informative because I could see the correction in action and judge 
for myself.” (P58). 

Videos were described as more attention-grabbing, and provided 
richer detail compared to text or images, which increased their per-
suasiveness: “Video was the most informative because it had the most 
details, and [gave] much information while having your attention, 
compared to text or just images.” (P25). Participants found videos 
to be cognitively easier to parse: “Videos were the most helpful, be-
cause they were easier to understand compared to text or images.” 
(P81). Some participants also expressed more trust in video-based 
corrections because they found them to be less susceptible to manip-

ulation, and thus more credible: “I found videos the most informative. 
[They] take significantly more effort to ‘Photoshop’ for the sake of 
creating a new narrative, so I find [them] easier to trust.” (P57). While 
some participants recognised that videos could be manipulated, they 
still preferred videos over other modalities: “I think being shown 
something is always better than being told, although information can 
be faked in many different ways.” (P21). 

Although less preferred than videos, many participants never-
theless found Text corrections to be effective in debunking mis-

information. Those who expressed preference for text corrections 
highlighted that text seemed the most informative, as “none of the 
images and videos provided enough for me to form conclusions from 
them alone.” (P7). Additionally, participants appreciated the concise 
and efficient nature of text-based corrections, which “simply refute 

any claims and state facts, stripping away ambiguity and leaving 
little room for interpretation.” (P26). For certain cases, text was seen 
as more reliable and detailed compared to short-form videos that 
typically circulate on social media platforms: “I think both text and 
video helped, but sometimes long text is more informative than a 
quick video.” (P94). Lastly, personal preference for information con-
sumption played a role, as some participants found text corrections 
more suitable to their reading habits: “I take information better if it’s 
written, so I found the text corrections to be more informative.” (P96). 

Despite theoretically being a richer modality than text, Image 
corrections were preferred far less than video and text-based cor-
rections. The few participants who did express a preference for 
images mentioned that they found them easier to read compared to 
videos: “I liked when the corrections were in picture format instead of 
video because it was easier to read it all. Sometimes videos can move 
at too quick of a pace.” (P112). Some participants also appreciated 
the visual aspect of image-based corrections, much like participants 
stated for videos: “[I prefer] pictures and videos because you have a 
visual of what is being reported.” (P67). 

4.2.2 Factors Other than Modality that Influenced Content Credibil-
ity. We also undertook an exploratory analysis to identify factors 
other than correction modality that participants identified as also 
impacting their perception of content credibility: 

• Effect of Platform: Participants’ general scepticism to-
wards social media, particularly X, impacted their credibility 
judgements: “I tend to mistrust a lot of what I see on social 
media, especially Twitter after it was bought out by Musk.” 
(P46), and: “I’m generally sceptical by nature, but doubly so 
when it comes to social media.” (P109). 

• Content Source: Although we removed sources from our 
Tweet stimuli to reduce potentially confounding effects, some 
participants nevertheless highlighted that in general, it is 
important to know the source of the tweet when judging 
credibility: “Normally I look at who is tweeting and if it is a 
credible source. Since [no source] was present, I had no way of 
knowing who was tweeting these things. Anyone can make up 
anything.” (P78). 

5 Discussion 

5.1 Rich Media is not Always the Best Approach 
to Combat Online Misinformation 

Our findings indicate that misinformation presented in the Video 
modality is perceived as more credible than misinformation pre-
sented in other formats, aligning with existing research on the 
effectiveness of richer media in convincing and persuading end-
users [36]. However, when it comes to correcting misinformation, 
our results suggest that Video corrections were only signifi-
cantly more effective for misinformation also presented as 
Video. This finding underscores the importance of matching the 
correction modality to the misinformation modality. The high sen-
sory engagement provided by videos may require corrections that 
are equally engaging and rich in order to effectively counteract 
the initial credibility fostered by video misinformation. In contrast, 
video corrections did not provide a significant advantage when 
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correcting misinformation presented in Text or Image. This sug-
gests that while rich media can enhance the perceived credibility of 
misinformation, it does not universally enhance the effectiveness 
of corrections. 

Conversely, when misinformation is presented through lean me-

dia with fewer audio-visual cues, corrections delivered via similarly 
lean modalities can still be effective. This is evidenced in our re-
sults, where Text corrections were more effective than Image 
corrections for misinformation presented in Text form. Previous 
research has established that text corrections are effective in ad-
dressing text-based misinformation [10, 33, 67, 85]. However, these 
studies did not compare text corrections with corrections delivered 
through other media, leaving the relative effectiveness of different 
correction modalities unexplored. Our results provide important ev-
idence that, when misinformation is presented in Text form, 
lean corrections may outperform richer media corrections. 

Our study advances this understanding by demonstrating that 
Text corrections are just as effective as other modalities in correct-
ing text-based misinformation. Interestingly, several participants 
expressed a preference against richer modalities, including Image 
and Video, citing concerns over how easily content in these modal-

ities can be manipulated. Notably, similar concerns were not raised 
about the Text modality, despite it being arguably the easiest to 
manipulate. With advancement in generative artificial intelligence 
(AI), creating realistic-looking visuals now requires only a simple 
text prompt. Our qualitative findings suggest that people may be-
come increasingly sceptical towards richer modalities, which may, 
in turn, make them less convincing. Specifically, as advancements 
in text-to-video models make generating high-quality videos even 
easier, the potential for misinformation to spread through video 
content will likely increase, but public scepticism towards infor-
mation (both fake and factual) conveyed through video may also 
grow. End-users may increasingly doubt the authenticity of video 
content due to how easily it can be fabricated, making video-based 
misinformation potentially more prevalent, and video-based correc-
tions potentially less convincing. Future research should investigate 
how the effectiveness of richer media corrections evolves over time, 
especially in the era of generative AI. 

In addition, modality of the correction should not be consid-
ered in isolation. Our findings suggest that like-for-like correc-
tion of misinformation (in terms of modality) may be most effec-
tive when counteracting text and video. However, other design 
factors—particularly the length of the correction relative to the 
original item of misinformation—may interact with the effect of 
modality. While prior research indicates that short videos may 
be more effective than lengthy articles for correcting misinforma-

tion [91], Tandoc et al. [79] argue longer content can be perceived 
as more credible due to its detailed nature and potential for more 
counter-arguments. Hence, the relationship between the length of 
misinformation and correction remains unclear. For instance, can 
a brief video effectively address more extensive misinformation 
narratives? Our study shows that when comparing short-forms of 
misinformation and correction, it is effective to match the correc-
tion modality to misinformation modality. Future research should 
explore whether this holds for different lengths of misinformation 
and correction modalities. 

5.2 Towards Effectively Combating Online 
Misinformation 

Our analysis revealed that factors such as familiarity with the news 
story and its source (source of information and/or platform) also 
play a crucial role in credibility assessment. Participants with prior 
knowledge of a particular news topic experienced a significant de-
crease in their perceived credibility of misinformation after seeing 
the correction tweet. This is in line with the finding that that in-
dividuals who have higher news literacy are less likely to endorse 
misinformation [14, 20]. As highlighted by Chan [14], a higher 
overall level of news literacy within a society enhances the collec-
tive ability to identify and reject misinformation, thereby reducing 
its impact and dissemination. We also observed that some partic-
ipants’ views were affected by their distrust of the X platform, 
which our stimuli were designed to mirror. The distrust towards 
social media content may stem from the widespread prevalence of 
misleading or fabricated information frequently encountered on 
these platforms [4]. As Zhang et al. [93] highlighted, when users 
harbour an innate distrust towards a platform, they are likely to 
view fact-checking interventions with scepticism as well. While 
some literature suggests that users on social media platforms pay 
less attention to the source of news [24, 44, 55, 58], we found that 
the presence of a source—or the absence of it—was a key indicator 
of distrust. 

Our findings on effective correction modalities have several im-

plications for HCI research and design. First, current misinforma-

tion correction interventions are largely text-based, including those 
implemented on video-sharing platforms. For instance, YouTube 
uses text-based information panels to provide additional context 
for topics which are often subject to misinformation [92], while X 
itself includes text-based ‘community notes’ that can be used to 
correct misinformation. Based on our findings, we recommend that 
correction interventions should be designed to match the modality 
of misinformation to be most effective. Furthermore, emphasis of 
the source when providing corrections is essential. When provid-
ing corrections platforms could design tools which helps the users 
to highlight the source, such as interactive overlays that display 
detailed information about the origin, credibility, and verification 
process of the source with a simple click or hover action. Finally, 
warning messages indicating whether specific information is true or 
false have already been implemented by various platforms [39, 57]. 
Taking this a step further, platforms should increasingly incorporate 
AI detection algorithms to identify and label potential AI-generated 
content with disclaimers like ‘Generated by AI’ or “Likely Manipu-

lated,” helping users make informed judgments about the authentic-
ity and credibility of the content they encounter, akin to TikTok’s 
Auto-Label feature [80], particularly when dealing with videos as 
they are typically seen as more persuasive. 

5.3 Limitations and Future Work 
Our study has several limitations. First, our experiment was lim-

ited to a single platform (X), chosen due to its prominent role as 
a key resource for journalists and news consumers [52]. Future 
work should conduct further cross-platform studies to assess the 
effects of misinformation and correction modalities independent 
of platform-specific factors. Second, participants may have been 



CHI ’25, April 26–May 01, 2025, Yokohama, Japan Gunasekara et al. 

previously exposed to the news content in the tweets, although we 
addressed this potential confound by capturing their familiarity 
with the news and accounting for it in our statistical models. Third, 
we tested only three distinct modalities; Text, Image, and Video. 
However, each modality encompasses a range of properties that 
influence its level of richness. For example, the Image modality is 
not only comprised of traditional photographs, but also includes in-
fographics and data visualisations, which may be more compelling 
in counteracting misinformation. Similarly, the effectiveness of the 
Video modality may vary based on factors such as brightness, 
clarity, sound [48]. Future research should investigate how these 
additional properties of modalities influence the effectiveness of 
misinformation correction. This can help determine the appropriate 
level of richness required to effectively debunk various types of 
misinformation, such as political, pseudo-scientific, and medical 
misinformation. 

6 Conclusion 
In this short paper, we examined how various modalities for correct-
ing misinformation impact their effectiveness, taking into account 
the format in which the misinformation was originally presented. 
Our study provides much-needed insight towards understanding 
the effectiveness of richer modalities for misinformation correction. 
Specifically, we found that correcting misinformation delivered 
through a rich modality is most effective when using another rich 
modality. However, for lean modalities like Text, simply using the 
same modality is often enough to correct misinformation. They key 
contribution of this research to HCI is that is essential to choose the 
appropriate modality for presenting misinformation correction and 
to align it with the modality of the original misinformation since 
our results show that corrections do not exist in a vacuum where 
videos would always be preferred. By considering modality, along-
side other important credibility factors such as source and platform, 
corrections can be better designed to counter misinformation and 
enhance their impact. 
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A Summary of Model Results 

Table 2: Pairwise comparison of misinformation modality 

Contrast Estimate Std.Error p value 

ImageM - TextM 0.566 0.243 0.055 
ImageM - VideoM -0.501 0.243 0.099 
TextM - VideoM -1.067 0.247 0.000 

Table 3: Pairwise comparison of correction modalities based 
on misinformation modality. ‘C’ indicates “Correction” 

Pairwise comparison 𝛽 (Std.Error) p value 

Modality = Text 
ImageC - TextC -0.565 (0.277) 0.042 
ImageC - VideoC -0.175 (0.279) 0.530 
TextC - VideoC 0.390 (0.278) 0.162 
Modality = Image 
ImageC - TextC 0.166 (0.279) 0.551 
ImageC - VideoC 0.396 (0.279) 0.156 
TextC - VideoC 0.229 (0.279) 0.411 
Modality = Video 
ImageC - TextC 0.009 (0.279) 0.973 
ImageC - VideoC -0.559 (0.279) 0.045 
TextC - VideoC -0.568 (0.279) 0.042 

Table 4: Estimated Marginal Means (EMMeans) of Credibility 
Shift after seeing corrections. 

Misinformation Modality Correction Modality EMM SE 

TextM TextC 1.053 0.258 
ImageM TextC 1.322 0.254 
VideoM TextC 1.609 0.255 
TextM ImageC 0.488 0.257 
ImageM ImageC 1.489 0.255 
VideoM ImageC 1.619 0.256 
TextM VideoC 0.663 0.257 
ImageM VideoC 1.093 0.254 
VideoM VideoC 2.178 0.257 
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